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1. Symmetries of the circle



𝕊1 as a HIT

𝕊1 is postulated as a type with:

▶ a base point • ∶ 𝕊1,

▶ a path	 ∶ • = • .

It comes with an elimination rule: for any 𝑇 ∶ 𝕊1 →𝒰

𝑡 ∶ 𝑇 ( • )
ℓ ∶ 𝑡 =𝑇

	 𝑡
} ⟼ 𝑓 ∶ ∏

𝑥∶𝕊1
𝑇(𝑥)

such that 𝑓 ( • ) ≡ 𝑡 and [𝑓] (	) = ℓ.
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Warming-up

In particular, functions 𝕊1 → 𝐴 corresponds to

▶ a point 𝑥 ∶ 𝐴,

▶ a symmetry ℓ ∶ 𝑥 = 𝑥.

Example: define −id𝕊1 as the function 𝕊1 → 𝕊1 given by:

▶ the point • ∶ 𝕊1,
▶ the symmetry	−1 ∶ • = • .
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Proof sketch

Goal: prove that

(𝕊1 = 𝕊1) ≃ (𝕊1 + 𝕊1)

▶ Identify (𝕊1 = 𝕊1) with (𝕊1 ≃ 𝕊1)
▶ Prove that

(𝕊1 ≃ 𝕊1) ≃ (𝕊1 → 𝕊1)(id𝕊1)
+ (𝕊1 → 𝕊1)(−id𝕊1)

▶ Identify both component with 𝕊1.
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id𝕊1 ≠ −id𝕊1

Suppose 𝑝 ∶ id𝕊1 = −id𝕊1 , and evaluate:

𝑝( • ) ∶ • = •

[𝑝] (	) ∶ 𝑝( • ) =	 𝑝( • )

≃ ℤ

i.e.
𝑘 ∶ ℤ

! ∶ 	−1	𝑘	−1 = 	𝑘



Consequence: ‖‖𝑓 = id𝕊1‖‖ + ‖‖𝑓 = −id𝕊1‖‖ is a proposition for 𝑓 ∶ 𝕊1 → 𝕊1.
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Equivalences are merely id𝕊1 or −id𝕊1

Let 𝜙 ∶ 𝕊1 ≃ 𝕊1 and prove the proposition ‖‖𝜙 = id𝕊1‖‖ + ‖‖𝜙 = −id𝕊1‖‖.

WLOG, suppose 𝜙 is pointed: 𝑝 ∶ • = 𝜙( • ).

• 𝜙( • )
𝑝

𝑝−1
[𝜙] (	)	𝑘	±1

Because 𝜙 equivalence: 𝑝−1𝜙(	)𝑝 =	±1.

In other words there is 𝑒1 ∶ 𝜙 = id𝕊1 or 𝑒−1 ∶ 𝜙 = −id𝕊1 . Then truncate.



Equivalences are merely id𝕊1 or −id𝕊1

Let 𝜙 ∶ 𝕊1 ≃ 𝕊1 and prove the proposition ‖‖𝜙 = id𝕊1‖‖ + ‖‖𝜙 = −id𝕊1‖‖.

WLOG, suppose 𝜙 is pointed: 𝑝 ∶ • = 𝜙( • ).

• 𝜙( • )
𝑝

𝑝−1
[𝜙] (	)	𝑘	±1

Because 𝜙 equivalence: 𝑝−1𝜙(	)𝑝 =	±1.

In other words there is 𝑒1 ∶ 𝜙 = id𝕊1 or 𝑒−1 ∶ 𝜙 = −id𝕊1 . Then truncate.



Equivalences are merely id𝕊1 or −id𝕊1

Let 𝜙 ∶ 𝕊1 ≃ 𝕊1 and prove the proposition ‖‖𝜙 = id𝕊1‖‖ + ‖‖𝜙 = −id𝕊1‖‖.

WLOG, suppose 𝜙 is pointed: 𝑝 ∶ • = 𝜙( • ).

• 𝜙( • )
𝑝

𝑝−1
[𝜙] (	)	𝑘	±1

Because 𝜙 equivalence: 𝑝−1𝜙(	)𝑝 =	±1.

In other words there is 𝑒1 ∶ 𝜙 = id𝕊1 or 𝑒−1 ∶ 𝜙 = −id𝕊1 . Then truncate.



Equivalences are merely id𝕊1 or −id𝕊1

Let 𝜙 ∶ 𝕊1 ≃ 𝕊1 and prove the proposition ‖‖𝜙 = id𝕊1‖‖ + ‖‖𝜙 = −id𝕊1‖‖.

WLOG, suppose 𝜙 is pointed: 𝑝 ∶ • = 𝜙( • ).

• 𝜙( • )
𝑝

𝑝−1
[𝜙] (	)	𝑘	±1

Because 𝜙 equivalence: 𝑝−1𝜙(	)𝑝 =	±1.

In other words there is 𝑒1 ∶ 𝜙 = id𝕊1 or 𝑒−1 ∶ 𝜙 = −id𝕊1 . Then truncate.



Equivalences are merely id𝕊1 or −id𝕊1

Let 𝜙 ∶ 𝕊1 ≃ 𝕊1 and prove the proposition ‖‖𝜙 = id𝕊1‖‖ + ‖‖𝜙 = −id𝕊1‖‖.

WLOG, suppose 𝜙 is pointed: 𝑝 ∶ • = 𝜙( • ).

• 𝜙( • )
𝑝

𝑝−1
[𝜙] (	)	𝑘	±1

Because 𝜙 equivalence: 𝑝−1𝜙(	)𝑝 =	±1.

In other words there is 𝑒1 ∶ 𝜙 = id𝕊1 or 𝑒−1 ∶ 𝜙 = −id𝕊1 . Then truncate.



Equivalences are merely id𝕊1 or −id𝕊1

Let 𝜙 ∶ 𝕊1 ≃ 𝕊1 and prove the proposition ‖‖𝜙 = id𝕊1‖‖ + ‖‖𝜙 = −id𝕊1‖‖.

WLOG, suppose 𝜙 is pointed: 𝑝 ∶ • = 𝜙( • ).

• 𝜙( • )
𝑝

𝑝−1
[𝜙] (	)	𝑘	±1

Because 𝜙 equivalence: 𝑝−1𝜙(	)𝑝 =	±1.

In other words there is 𝑒1 ∶ 𝜙 = id𝕊1 or 𝑒−1 ∶ 𝜙 = −id𝕊1 . Then truncate.



𝕊1 → 𝕊1

(𝕊1 → 𝕊1)

≃ (∑
𝑥∶𝕊1

𝑥 = 𝑥 )

≃ ℤ

≃ (𝕊1 ×ℤ)

id𝕊1

−id𝕊1

( • , 1)

( • , −1)

?

?



𝕊1 → 𝕊1

(𝕊1 → 𝕊1) ≃ (∑
𝑥∶𝕊1

𝑥 = 𝑥 )

≃ ℤ

≃ (𝕊1 ×ℤ)

id𝕊1

−id𝕊1

( • , 1)

( • , −1)

?

?



𝕊1 → 𝕊1

(𝕊1 → 𝕊1) ≃ (∑
𝑥∶𝕊1

𝑥 = 𝑥 )

≃ ℤ

≃ (𝕊1 ×ℤ)

id𝕊1

−id𝕊1

( • , 1)

( • , −1)

?

?



𝕊1 → 𝕊1

(𝕊1 → 𝕊1) ≃ (∑
𝑥∶𝕊1

𝑥 = 𝑥 )

≃ ℤ

≃ (𝕊1 ×ℤ)

id𝕊1

−id𝕊1

( • , 1)

( • , −1)

?

?



𝕊1 → 𝕊1

(𝕊1 → 𝕊1) ≃ (∑
𝑥∶𝕊1

𝑥 = 𝑥 )

≃ ℤ

≃ (𝕊1 ×ℤ)

id𝕊1

−id𝕊1

( • , 1)

( • , −1)

?

?



𝕊1 → 𝕊1

(𝕊1 → 𝕊1) ≃ (∑
𝑥∶𝕊1

𝑥 = 𝑥 )

≃ ℤ

≃ (𝕊1 ×ℤ)

id𝕊1

−id𝕊1

( • , 1)

( • , −1)

?

?



Conclusion: (𝕊1 = 𝕊1) ≃ 𝕊1 + 𝕊1
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+ (𝕊1 → 𝕊1)(−id𝕊1)
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2. Symmetries of the 2-sphere



𝕊2 as a suspension

𝕊2 ∶≡ Σ𝕊1 is the suspension of 𝕊1, defined by:

▶ two poles𝑁 , 𝑆 ∶ 𝕊2,

▶ for each 𝑥 ∶ 𝕊1, a pathmrd(𝑥) ∶ 𝑁 = 𝑆.

𝕊2 comes with an elimination rule: for every 𝑇 ∶ 𝕊2 →𝒰,

𝑛 ∶ 𝑇(𝑁 )
𝑠 ∶ 𝑇 (𝑆)

𝑚 ∶ ∏
𝑥∶𝕊1

𝑛 =𝑇
mrd(𝑥) 𝑠

⎫⎪
⎬⎪
⎭

⟼ 𝑓 ∶ ∏
𝑦∶𝕊2

𝑇(𝑦)

such that 𝑓 (𝑁 ) ≡ 𝑛, 𝑓 (𝑆) ≡ 𝑠 and [𝑓] ∘mrd = 𝑚.
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Generalization

Should we expect (𝕊2 = 𝕊2) ≃ 𝕊2 + 𝕊2 ?

Probably not: the argument for 𝕊1 ≃→ (𝕊1 → 𝕊1)(id𝕊1)
relies on

Ω𝕊1 ≃ ℤ abelian group

Still plausible: there is two equivalent connected components, one at id𝕊2 , the
other at −id𝕊2 .
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Degree is a monoid morphism
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= (𝑔 ∘ 𝑓 , [𝑔] (𝑓0) ⋅ 𝑔0)Consequence: the degree maps pointed equivalences to either 1 or −1.
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Alternative description

(𝕊2 →∗ 𝕊2) (𝕊1 →∗ Ω𝕊2) Ω2 𝕊2 Ω𝕊1 ≃ ℤ

𝑑

Σ⊣Ω
≃

𝕊1-UMP

≃
?Ω(𝜏)

0-connected

Define 𝜏(𝑝) ∶≡ [ℋ] (𝑝)( • ) for 𝑝 ∶ 𝑁 = 𝑁.

Consequence: for (𝑓 , 𝑓0), (𝑔, 𝑔0) ∶ 𝕊2 →∗ 𝕊2,

𝑑(𝑓 , 𝑓0) = 𝑑(𝑔, 𝑔0) ⟺ ‖(𝑓 , 𝑓0) = (𝑔, 𝑔0)‖.
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Define 𝜏(𝑝) ∶≡ [ℋ] (𝑝)( • ) for 𝑝 ∶ 𝑁 = 𝑁.

Consequence: for (𝑓 , 𝑓0), (𝑔, 𝑔0) ∶ 𝕊2 →∗ 𝕊2,

𝑑(𝑓 , 𝑓0) = 𝑑(𝑔, 𝑔0) ⟺ ‖(𝑓 , 𝑓0) = (𝑔, 𝑔0)‖.



Alternative description

(𝕊2 →∗ 𝕊2) (𝕊1 →∗ Ω𝕊2) Ω2 𝕊2 Ω𝕊1 ≃ ℤ

𝑑

Σ⊣Ω
≃

𝕊1-UMP

≃
?Ω(𝜏)

0-connected

Define 𝜏(𝑝) ∶≡ [ℋ] (𝑝)( • ) for 𝑝 ∶ 𝑁 = 𝑁.

Consequence: for (𝑓 , 𝑓0), (𝑔, 𝑔0) ∶ 𝕊2 →∗ 𝕊2,

𝑑(𝑓 , 𝑓0) = 𝑑(𝑔, 𝑔0) ⟺ ‖(𝑓 , 𝑓0) = (𝑔, 𝑔0)‖.



Alternative description

(𝕊2 →∗ 𝕊2) (𝕊1 →∗ Ω𝕊2) Ω2 𝕊2 Ω𝕊1 ≃ ℤ

𝑑

Σ⊣Ω
≃

𝕊1-UMP

≃
?Ω(𝜏)

0-connected

Define 𝜏(𝑝) ∶≡ [ℋ] (𝑝)( • ) for 𝑝 ∶ 𝑁 = 𝑁.

Consequence: for (𝑓 , 𝑓0), (𝑔, 𝑔0) ∶ 𝕊2 →∗ 𝕊2,

𝑑(𝑓 , 𝑓0) = 𝑑(𝑔, 𝑔0) ⟺ ‖(𝑓 , 𝑓0) = (𝑔, 𝑔0)‖.



Alternative description

(𝕊2 →∗ 𝕊2) (𝕊1 →∗ Ω𝕊2) Ω2 𝕊2 Ω𝕊1 ≃ ℤ

𝑑

Σ⊣Ω
≃

𝕊1-UMP

≃
?Ω(𝜏)

0-connected

Define 𝜏(𝑝) ∶≡ [ℋ] (𝑝)( • ) for 𝑝 ∶ 𝑁 = 𝑁.

Consequence: for (𝑓 , 𝑓0), (𝑔, 𝑔0) ∶ 𝕊2 →∗ 𝕊2,

𝑑(𝑓 , 𝑓0) = 𝑑(𝑔, 𝑔0) ⟺ ‖(𝑓 , 𝑓0) = (𝑔, 𝑔0)‖.



Alternative description

(𝕊2 →∗ 𝕊2) (𝕊1 →∗ Ω𝕊2) Ω2 𝕊2 Ω𝕊1 ≃ ℤ

𝑑

Σ⊣Ω
≃

𝕊1-UMP

≃
?Ω(𝜏)

0-connected

Define 𝜏(𝑝) ∶≡ [ℋ] (𝑝)( • ) for 𝑝 ∶ 𝑁 = 𝑁.

Consequence: for (𝑓 , 𝑓0), (𝑔, 𝑔0) ∶ 𝕊2 →∗ 𝕊2,

𝑑(𝑓 , 𝑓0) = 𝑑(𝑔, 𝑔0) ⟺ ‖(𝑓 , 𝑓0) = (𝑔, 𝑔0)‖.



Alternative description

(𝕊2 →∗ 𝕊2) (𝕊1 →∗ Ω𝕊2) Ω2 𝕊2 Ω𝕊1 ≃ ℤ

𝑑

Σ⊣Ω
≃

𝕊1-UMP

≃
?Ω(𝜏)

0-connected

Define 𝜏(𝑝) ∶≡ [ℋ] (𝑝)( • ) for 𝑝 ∶ 𝑁 = 𝑁.

Consequence: for (𝑓 , 𝑓0), (𝑔, 𝑔0) ∶ 𝕊2 →∗ 𝕊2,

𝑑(𝑓 , 𝑓0) = 𝑑(𝑔, 𝑔0) ⟺ ‖(𝑓 , 𝑓0) = (𝑔, 𝑔0)‖.



Alternative description

(𝕊2 →∗ 𝕊2) (𝕊1 →∗ Ω𝕊2) Ω2 𝕊2 Ω𝕊1 ≃ ℤ

𝑑

Σ⊣Ω
≃

𝕊1-UMP

≃
?Ω(𝜏)

0-connected

Define 𝜏(𝑝) ∶≡ [ℋ] (𝑝)( • ) for 𝑝 ∶ 𝑁 = 𝑁.

Consequence: for (𝑓 , 𝑓0), (𝑔, 𝑔0) ∶ 𝕊2 →∗ 𝕊2,

𝑑(𝑓 , 𝑓0) = 𝑑(𝑔, 𝑔0) ⟺ ‖(𝑓 , 𝑓0) = (𝑔, 𝑔0)‖.



Putting things together

Recall one has id𝕊2 ≠ −id𝕊2 .

Hence, proving ‖‖𝑓 = id𝕊2‖‖ + ‖‖𝑓 = −id𝕊2‖‖ for an equivalence 𝑓 ∶ 𝕊2 ≃ 𝕊2, one
can suppose that 𝑓 is pointed by some 𝑓0 ∶ 𝑁 = 𝑓 (𝑁 ).

Then 𝑑(𝑓 , 𝑓0) = ±1. Also, 𝑑(id𝕊2, refl𝑁) = 1 and 𝑑(−id𝕊2,mrd( • )) = −1.

This yield ‖‖(𝑓 , 𝑓0) = (id𝕊2, refl𝑁)‖‖ + ‖‖(𝑓 , 𝑓0) = (−id𝕊2,mrd( • ))‖‖. From which

derives ‖‖𝑓 = id𝕊2‖‖ + ‖‖𝑓 = −id𝕊2‖‖.
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Equivalence of both components

DefineΨ ∶ (𝕊2 → 𝕊2) → (𝕊2 → 𝕊2) by mapping a map 𝑓 to:

Ψ(𝑓 )(𝑁 ) ∶≡ 𝑓 (𝑆), Ψ(𝑓 )(𝑆) ∶≡ 𝑓 (𝑁 ), [Ψ(𝑓 )] ∘mrd = [𝑓] ∘mrd(−)−1

▶ Ψ is an equivalence (it is its own inverse)

▶ Ψ(id𝕊2) = −id𝕊2

Hence,

(𝕊2 → 𝕊2)(id𝕊2)
Ψ≃ (𝕊2 → 𝕊2)(−id𝕊2)
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Conclusion for 𝑛 = 2

(𝕊2 = 𝕊2) ≃ 2 × (𝕊2 = 𝕊2)(id𝕊2)



3. Symmetries of higher spheres



Freudenthal’s theorem

Inductively, 𝕊𝑛+1 ∶≡ Σ𝕊𝑛 with the appropriate elimination rule.

Freudenthal’s suspension theorem implies that

𝜎 ∶ 𝕊𝑛 → Ω(𝕊𝑛+1), 𝑥 ↦mrd(𝑁𝑛)
−1mrd(𝑥)

is 2(𝑛 − 1)-connected.

Hence,Ω𝑛(𝜎) ∶ Ω𝑛(𝕊𝑛) → Ω𝑛+1(𝕊𝑛+1) is (𝑛 − 2)-connected.
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Ω𝑛(𝜎)

Then Σ(−) ∶ (𝕊𝑛 →∗ 𝕊𝑛) → (𝕊𝑛+1 →∗ 𝕊𝑛+1) is (𝑛 − 2)-connected, hence
0-connected.

Because 𝕊𝑛 and 𝕊𝑛+1 are 1-connected, the forgetful maps

(𝕊𝑛 →∗ 𝕊𝑛) → (𝕊𝑛 → 𝕊𝑛), (𝕊𝑛+1 →∗ 𝕊𝑛+1) → (𝕊𝑛+1 → 𝕊𝑛+1)

are 0-connected.
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Induction

‖𝕊𝑛 →∗ 𝕊𝑛‖0 ‖‖𝕊𝑛+1 →∗ 𝕊𝑛+1‖‖0

‖𝕊𝑛 → 𝕊𝑛‖0 ‖‖𝕊𝑛+1 → 𝕊𝑛+1‖‖0

≃

‖Σ(−)‖0
≃

≃

‖Σ(−)‖0

≃

There is an isomorphism of monoids

‖𝕊𝑛 → 𝕊𝑛‖0 → ‖‖𝕊𝑛+1 → 𝕊𝑛+1‖‖0

for all 𝑛 ≥ 2, and the type of invertible elements of ‖𝕊𝑛 → 𝕊𝑛‖0 is equivalent to
‖𝕊𝑛 = 𝕊𝑛‖0.

As ‖‖𝕊2 = 𝕊2‖‖0 ≃ 2, by induction ‖𝕊𝑛 = 𝕊𝑛‖0 ≃ 2 for all 𝑛 ≥ 2.
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On the shape of (𝕊𝑛 = 𝕊𝑛)(id𝕊𝑛)

(𝕊𝑛 ≃∗ 𝕊𝑛) → (𝕊𝑛 ≃ 𝕊𝑛) → 𝕊𝑛

is a fiber sequence.

Hence a long exact sequence:

… → 𝜋2(𝕊𝑛) → 𝜋1(𝕊𝑛 ≃∗ 𝕊𝑛) → 𝜋1(𝕊𝑛 ≃ 𝕊𝑛) → 𝜋1(𝕊𝑛) → …

So for 𝑛 ≥ 3,

𝜋1(𝕊𝑛 = 𝕊𝑛) ≃ 𝜋1(𝕊𝑛 ≃∗ 𝕊𝑛) ≃ 𝜋1(𝕊𝑛 →∗ 𝕊𝑛) = 𝜋𝑛+1(𝕊𝑛) = ℤ2
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Sum up

What we have proved:

▶ (𝕊1 = 𝕊1) ≃ 𝕊1 + 𝕊1

▶ (𝕊2 = 𝕊2) ≃ 2 × (𝕊2 = 𝕊2)(id𝕊2)
▶ ‖𝕊𝑛 = 𝕊𝑛‖0 ≃ 2 for 𝑛 ≥ 3
▶ (𝕊𝑛 = 𝕊𝑛) ≠ (𝕊𝑛 + 𝕊𝑛) for 𝑛 ≥ 3

What about:

▶ (𝕊2 = 𝕊2) ≠ (𝕊2 + 𝕊2) ?
▶ (𝕊𝑛 = 𝕊𝑛) ≃ (𝕊𝑛 = 𝕊𝑛)(id𝕊𝑛) + (𝕊𝑛 = 𝕊𝑛)(−id𝕊𝑛) ?

(In other words, is id𝕊𝑛 ≠ −id𝕊𝑛).
Then (𝕊𝑛 = 𝕊𝑛) ≃ 2 × (𝕊𝑛 = 𝕊𝑛)(id𝕊𝑛)
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