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a b s t r a c t 

While studies on pre-exposure prophylaxis (PrEP) and post-exposure prophylaxis (PEP) have demon- 

strated substantial advantages in controlling HIV transmission, the overall benefits of the programs with 

early initiation of antiretroviral therapy (ART) have not been fully understood and are still on debate. 

Here, we develop an immunity-based (CD4 + T cell count based) mathematical model to study the im- 

pacts of early treatment programs on HIV epidemics and the overall community-level immunity. The 

model is parametrized using the HIV prevalence data from South Africa and fully analyzed for stability 

of equilibria and infection persistence criteria. Using our model, we evaluate the effects of early treat- 

ment on the new infection transmission, disease death, basic reproduction number, HIV prevalence, and 

the community-level immunity. Our model predicts that the programs with early treatments significantly 

reduce the new infection transmission and increase the community-level immunity, but the treatments 

alone may not be enough to eliminate HIV epidemics. These findings, including the community-level im- 

munity, might provide helpful information for proper implementation of HIV treatment programs. 

© 2016 Elsevier Inc. All rights reserved. 
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1. Introduction 

Prevention of HIV transmission has been one of the prime con-

cerns and challenges for the past three decades. Repeated fail-

ure of HIV vaccine development aggravates this challenge further

[17,31,34] . On the other hand, the use of early antiretroviral therapy

such as pre-exposure prophylaxis (PrEP) and post-exposure pro-

phylaxis (PEP) has shown significant effectiveness on reducing HIV

transmission [6–8,10,16] . Thus, in the current situation of the vac-

cine unavailability, the treatment programs with early initiation of

therapy constitute promising alternatives for curbing epidemic bur-

den. 

A study with 1763 serodiscordant couples from nine countries

found 89% reduction of HIV transmission with early initiation of

ART [8] . Similarly, a community based cross-sectional study in

South Africa estimated about 71.8% reduction of annual risk of HIV

transmission with early ART [3] . This risk reduction is mainly at-
∗ Corresponding author. 
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ributable to the low level viral load in successfully treated indi-

iduals [10] . Some experimental results, however, found that ART

ould escalate HIV incidence and may worsen the spread of HIV

n some cases [35] . Therefore, it is necessary to accurately evaluate

he benefits from the early treatment programs, and the mathe-

atical models can help quantify benefits from various potential

reatment scenarios. 

Several models exist that examine the impact of initiation tim-

ng of ART on HIV incidence [5,18,28,30,36] . A comprehensive test-

nd-treat model among MSM in New York City showed that the

umulative number of new infections can be reduced by 69.1% over

0-year period [36] . Another study showed that the disease pro-

ression was reduced higher when ART was initiated at the CD4 +
 cell count greater than 350 than at the CD4 + T cell count less

han 250 [43] . The dynamical model developed by WHO predicts

hat annual HIV testing and immediate treatment could reduce

IV incidence and mortality in South Africa to less than 1 case

er thousand people per year in five years and HIV prevalence

o less than 1% in fifty years [18] . While these models have pro-

ided important insights into the effectiveness of treatment pro-

rams, none of these existing models takes treatment related al-

erations of CD4 + T cell counts into account, and thus, can not

http://dx.doi.org/10.1016/j.mbs.2016.07.009
http://www.ScienceDirect.com
http://www.elsevier.com/locate/mbs
http://crossmark.crossref.org/dialog/?doi=10.1016/j.mbs.2016.07.009&domain=pdf
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Table 1 

Description of variables of model (2.1) . 

Variable Description 

S Number of susceptible 

I 1 Number of infected individuals with CD4 + T cell count > 500 

I 2 Number of infected individuals with CD4 + T cell count 350–500 

I 3 Number of infected individuals with CD4 + T cell count < 350 

T 1 Number of treated individuals with CD4 + T cell count > 500 

T 2 Number of treated individuals with CD4 + T cell count 350–500 

T 3 Number of treated individuals with CD4 + T cell count < 350 

N Total number of individuals 

Table 2 

Description of parameters of (2.1) . 

Parameter Description 

� Recruitment rate 

λ Force of infection 

β1 Transmission rate for I 1 
β2 Transmission rate for I 2 
β3 Transmission rate for I 3 
β Transmission rate for treated groups 

τ 1 Rate of treatment for I 1 
τ 2 Rate of treatment for I 2 
τ 3 Rate of treatment for I 3 
δi Rate of transfer due to CD4 + T cell decline (i = 1,2) 

ρ i Rate of transfer due to CD4 + T cell increase (i = 1,2) 

μi Rate of death (i = 0,1,...,6) 

a Rate associated with reduction of incidence due to 

behavioral changes 
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redict overall treatment benefits, including the community-level

mmunity benefits [2] . 

As far as HIV dynamics and ART are concerned, CD4 count

s one of the most important factors because the CD4 count

etermines the disease stage, immunity level, and treatment

ecision, and the treatment greatly affects the patients CD4 count

evel [15,24,29,39,43] . Measurement of CD4 + T cell count has also

n important role in making decisions for screening and prophy-

axis for major opportunistic infections, including malaria, severe

acterial infections, P. jirovecii pneumonia, and toxoplasmosis [37] .

t is thus important to know community-level immunity to formu-

ate guidelines for treatment programs, mainly at the events when

utbreaks of other opportunistic diseases occur. In addition, ART

sually recovers the CD4 + T cells of infected individuals. This im-

roved immunity tends to reduce the death of infected individu-

ls and prevents the disease progression. Moreover, the timing of

RT initiation plays an important role for increased immunity lev-

ls and decreased mortality and morbidity [2,4,15] . Therefore, it is

ritical to include alteration of CD4 count in the HIV models under

ntiretroviral treatments. 

In this study, we develop an immunity-based HIV model that

akes CD4 count alterations into account. The model is consistent

ith the HIV prevalence data from South Africa. We use our model

o explore the effects of various ART programs and their initia-

ion timing on HIV transmission dynamics and the community-

evel immunity. The remaining paper is organized as follows: in

ection 2 we develop a mathematical model. Basic properties of

he model and stability analysis are presented in Section 3 . In

ection 4 , we estimate parameters and perform data fitting. In

ection 5 , the results based on our model are presented. Finally,

e summarize our findings with discussions in Section 6 . 

. Mathematical model 

In HIV infection, individual’s disease condition is associated pri-

arily with their CD4 + T cell count. In fact, HIV primarily weak-

ns infected individual’s immune system by destroying their CD4 +
 cells. Therefore, CD4 + T cell count is a crucial marker to mea-

ure the strength of the immune system in HIV infected individuals

4,24] . Moreover, a decision as to whether a treatment should be-

in or not is usually made based on patient’s CD4 + T cell count.

urrent WHO recommendation [1,43] is to start ART when CD4

ount falls below 350. Also, individuals having CD4 + T cell count

etween 350–500 are strongly recommended to start ART, and

hose having CD4 count greater than 500 are moderately recom-

ended to begin ART [1,43] . These levels of CD4 + T cell count also

eflect the patients immunity level: normal (above 500), moderate

350–500), and weak (below 350). Based on these treatment guide-

ines and immune levels, we divide the total HIV infected pop-

lation into three compartments (stages) according to their cor-

esponding CD4 + T cell levels. Stage I consists of the individu-

ls with CD4 + T cell count more than 500, stage II with CD4 +
 cell count between 350 and 500, and stage III with CD4 count

ess than 350. Once infected, an individual generally progresses

hrough these stages if they remain untreated. The individual usu-

lly regains his CD4 + T cell count after he begins treatment [26] .

he amount of CD4 + T cell count recovery depends on the level

f CD4 + T cell count at the time the person begins treatment. It

ould also depend on other factors including the effectiveness of

herapies and the presence of drug sanctuary sites [42] . In addition

o the regain of CD4 + T cell count, the treatment can also suppress

he viral load to an undetectable level. Thus, an infected individ-

al becomes significantly less infectious under treatment [35] . In

ur model, the treatment can have two consequences: increase in
D4 + T cell count in treated individuals and decrease in HIV trans-

ission by treated individuals. 

We consider a homogeneous sexually active (age 15–49 years)

opulation and divide them into seven groups: a susceptible group,

 , three infected groups (categorised based on CD4 + T cell count)

ithout treatment, I 1 , I 2 , I 3 and three infected groups (categorised

ased on CD4 + T cell count) with treatment, T 1 , T 2 , T 3 . The trans-

ission dynamics are as follows: a susceptible individual moves to

he compartment I 1 when he/she comes in successful contact with

ndividual from any of the infected compartments. The individuals

f I 1 either get treatment and move to T 1 at the rate of τ 1 or they

ove to I 2 compartment (due to their CD4 + T cell count declines)

t the rate of δ1 . Similarly, individuals move from compartment I 2 
o T 2 at the rate of τ 2 (treatment) or to I 3 at the rate of δ2 (CD4 + T

ell decline). The individuals in compartment I 3 get treatment and

ove to T 3 at the rate of τ 3 . Treated individuals gain CD4 + T cell

ount and move from T 3 to T 2 and from T 2 to T 1 at rates ρ2 and

1 , respectively. 

The individuals in stage I ( I 1 & T 1 ) have the highest immunity

nd those in stage III ( I 3 & T 3 ) have the lowest immunity. Incor-

oration of immunity level, including the effects by treatments, is

 novel feature of our model, which can track the number of in-

ividuals that are in different immunity levels and can predict the

ommunity-level immunity under ART programs. 

The infectivity of individuals at different stages are different [9] .

he rate of transmission by HIV infected individuals without treat-

ent is high during acute infection (few months), decreases to a

ow level that continues for a long period (usually 6–7 years), and

hen increases slightly during the last 2–3 years [23] . Therefore,

e take different transmission rates, β1 , β2 , and β3 for I 1 , I 2 , and

 3 compartments, respectively. Since the viral load of individuals in

ll treated compartments usually remains low with a low trans-

ission probability [8,35] , we do not distinguish infectivity of dif-

erent compartments of treated groups, and take the same trans-

ission rate β for all T 1 , T 2 , and T 3 . The definition and symbols of

he model variables are summarized in Tables 1 and 2 . The flow of

he population in these transmission dynamics is shown in Fig. 1 . 
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Fig. 1. Schematic diagram of infection. 
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Following the assumptions discussed above, the infection dy-

namics can be modeled by the following system of ODEs : 

˙ S = � − (λ + μ0 ) S 

˙ I 1 = λS − (τ1 + δ1 + μ2 ) I 1 
˙ I 2 = δ1 I 1 − (τ2 + δ2 + μ4 ) I 2 
˙ I 3 = δ2 I 2 − (τ3 + μ6 ) I 3 
˙ T 1 = τ1 I 1 + ρ1 T 2 − μ1 T 1 
˙ T 2 = τ2 I 2 + ρ2 T 3 − (ρ1 + μ3 ) T 2 
˙ T 3 = τ3 I 3 − (ρ2 + μ5 ) T 3 (2.1)

where the force of infection, λ, is given by 

λ = 

β1 I 1 + β2 I 2 + β3 I 3 + β(T 1 + T 2 + T 3 ) 

N 

e −a (I 1 + I 2 + I 3 + T 1 + T 2 + T 3 ) , 

and 

N = S + I 1 + I 2 + I 3 + T 1 + T 2 + T 3 . 

The exponential term in λ represents ‘behavioral changes’ due to

media or social awareness [32] . When the number of infected in-

dividuals is small, this term has negligible effect and the effect in-

creases as the number of infected individual increases. 

3. Model analysis 

3.1. Well-posedness 

The model (2.1) has seven coupled equations. Following [33] it

can be shown that S ( t ) ≥ 0. Similarly, we can show that all other

state variables are also non-negative as long as the initial values

are non-negative. 

By adding all the equations of (2.1) , the total population N sat-

isfies 

˙ N ≤ � − μN, 

where 

μ = min { μ0 , μ1 , μ2 , μ3 , μ4 , μ5 , μ6 } . 
By comparison, it implies that lim t → ∞ 

N ≤ �/ μ. Therefore, the to-

tal population is bounded. This suggests that the biologically feasi-

ble region of the model is given by 

� = { (S, I 1 , I 2 , I 3 , T 1 , T 2 , T 3 ) : S, I 1 , I 2 , I 3 , T 1 , T 2 , T 3 ≥ 0 , N ≤ �/μ} . 

d  
.2. Basic reproduction number 

The basic reproduction number, denoted by R 0 , of a model is

efined as the total number of secondary infections caused by a

ypical infected individual in a completely susceptible population

12] . Using the next generation matrix approach [40] , the new in-

ection and the transfer matrices of our model are given by 

F = 

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

β1 β2 β3 β β β

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

0 0 0 0 0 0 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

, 

 = 

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

α1 0 0 0 0 0 

−δ1 α2 0 0 0 0 

0 −δ2 α3 0 0 0 

−τ1 0 0 α4 −ρ1 0 

0 −τ2 0 0 α5 −ρ2 

0 0 −τ3 0 0 α6 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

, 

here 

1 = τ1 + δ1 + μ2 , α2 = τ2 + δ2 + μ4 , α3 = τ3 + μ6 , α4 = μ1 , 

5 = ρ1 + μ3 , α6 = ρ2 + μ5 . 

hen we get R 0 as follows: 

 0 = ρ
(
F V 

−1 
)

= 

β1 

α1 

+ 

β2 δ1 

α2 α1 

+ 

β3 δ2 δ1 

α3 α2 α1 

+ 

β

α5 

(
δ1 

α1 

τ2 

α2 

+ 

δ1 

α1 

δ2 

α2 

τ3 

α3 

ρ2 

α6 

)

+ 

β

α6 

(
δ1 

α1 

δ2 

α2 

τ3 

α3 

)
+ 

β

μ1 

(
τ1 

α1 

+ 

δ1 

α1 

τ2 

α2 

ρ1 

α5 

+ 

δ1 

α1 

δ2 

α2 

τ3 

α3 

ρ2 

α6 

ρ1 

α5 

)
. (3.1)

.3. Stability analysis 

The model (2.1) has a unique disease free equilibrium (DFE),

 0 = (�/μ0 , 0 , 0 , 0 , 0 , 0 , 0) , and also an endemic equilibrium (EE),

 

∗. The existence of endemic equilibrium is given in the follow-

ng sub-section. The stability analysis of these equilibria can reveal

hether the disease can survive or not. Following [40] , it is easy

o prove the following local stability result: 

heorem 3.1. If R 0 < 1 , the DFE, E 0 , is locally asymptotic stable, and

f R 0 > 1 , E 0 is unstable. 

We can further prove that, E 0 is globally asymptotically stable: 

heorem 3.2. If R 0 < 1 , the DFE, E 0 , is globally asymptotically sta-

le. 

roof. Let us consider the auxiliary function 

 = c 1 I 1 + c 2 I 2 + c 3 I 3 + c 4 T 1 + c 5 T 2 + c 6 T 3 , (3.2)

here c i , i = 1 ... 6 are constants to be determined. Taking the

erivative of L, with respect to t , along the trajectories of (2.1) ,
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S

e have 

˙ 
 = c 1 ̇ I 1 + c 2 ̇ I 2 + c 3 ̇ I 3 + c 4 ˙ T 1 + c 5 ˙ T 2 + c 6 ˙ T 3 

= c 1 (λS − α1 I 1 ) + c 2 (δ1 I 1 − α2 I 2 ) + c 3 (δ2 I 2 − α3 I 3 ) 

+ c 4 (τ1 I 1 + ρ1 T 2 − α4 T 1 ) 

+ c 5 (τ2 I 2 + ρ2 T 3 − α5 T 2 ) + c 6 (τ3 I 3 − α6 T 3 ) 

≤ c 1 
β1 I 1 + β2 I 2 + β3 I 3 + β(T 1 + T 2 + T 3 ) 

N 

S − c 1 α1 I 1 + c 2 δ1 I 1 

−c 2 δ2 I 2 

+ c 3 δ2 I 2 − c 3 α3 I 3 + c 4 τ1 I 1 + c 4 ρ1 T 2 − c 4 α4 T 1 

+ c 5 τ2 I 2 + c 5 ρ2 T 3 − c 5 α5 T 2 + c 6 τ3 I 3 − c 6 α6 T 3 

≤ c 1 (β1 I 1 + β2 I 2 + β3 I 3 + β(T 1 + T 2 + T 3 )) 

+(c 2 δ1 − c 1 α1 + c 4 τ1 ) I 1 

+ (c 3 δ2 − c 2 α2 + c 5 τ2 ) I 2 + (−c 3 α3 + c 6 τ3 ) I 3 − c 4 α4 T 1 

+ (−c 5 α5 + c 4 ρ1 ) T 2 + (c 5 ρ2 − c 6 α6 ) T 3 

= (� 0 − 1)[ β1 I 1 + β2 I 2 + β3 I 3 + β(T 1 + T 2 + T 3 )] , (3.3) 

here 

 1 = 

β1 

α1 

+ 

β2 δ1 

α2 α1 

+ 

β3 δ2 δ1 

α3 α2 α1 

+ 

β

α4 

(
τ1 

α1 

+ 

δ1 

α1 

τ2 

α2 

ρ1 

α5 

+ 

δ1 

α1 

δ2 

α2 

τ3 

α3 

ρ2 

α6 

ρ1 

α5 

)

+ 

β

α5 

(
δ1 

α1 

τ2 

α2 

+ 

δ1 

α1 

δ2 

α2 

τ3 

α3 

ρ2 

α6 

)
+ 

β

α6 

(
δ1 

α1 

δ2 

α2 

τ3 

α3 

)
, 

 2 = 

β2 

α2 

+ 

β3 δ2 

α3 α2 

+ 

βτ3 δ2 

α2 α3 α6 

+ 

βρ1 (τ2 α3 α6 + ρ2 τ3 δ2 ) 

α2 α3 α4 α5 α6 

+ 

β(τ2 α3 α6 + ρ2 τ3 δ2 ) 

α2 α3 α5 α6 

, 

 3 = 

β3 

α3 

+ 

βτ3 

α3 α6 

+ 

βρ1 ρ2 τ3 

α3 α4 α5 α6 

+ 

βρ2 τ3 

α3 α5 α6 

, c 4 = 

β

α4 

, 

 5 = 

β

α5 

+ 

βρ1 

α4 α5 

, 

 6 = 

β

α6 

+ 

βρ1 ρ2 

α4 α5 α6 

+ 

βρ2 

α5 α6 

. 

herefore, ˙ L ≤ 0 when R 0 < 1 with the equality holding only when

tate variables regarding infection are zero. By [21] , all positive so-

utions approach M , the largest invariant subset of the set { dL 
dt 

=
 } . Since dL 

dt 
is zero only at disease free state and in the disease

ree state the solution always approaches to E 0 , M = { E 0 } is a sin-

leton set. Thus, the equilibrium E 0 is globally attractive. By virtue

f the Theorem 3.1 , E 0 is globally asymptotically stable. �

.4. Persistence of the disease 

In the previous section, we proved that if R 0 < 1 then the dis-

ase dies out regardless of its initial size of outbreak. On the other

and, when R 0 > 1 the DFE becomes unstable. Due to the nonlin-

arity along with the exponential term in the force of infection, λ,

he model posed an extreme complexity to the stability analysis of

he endemic equilibrium. However, we are able to show that the

nfectious populations I 1 , I 2 , I 3 , T 1 , T 2 and T 3 will remain persistent

or R 0 > 1 . 

heorem 3.3. Assume that R 0 > 1 . Then the disease is uniformly per-

istent in the sense that there exists an η > 0 such that for every

ositive solution of (2.1) , there holds 

im inf 
t→∞ 

I i (t) > η, lim inf 
t→∞ 

T i (t) > η, i = 1 , 2 , 3 . 

oreover, there exists an endemic equilibrium in this case. 
roof. We apply a theorem in [38] to prove the uniform persis-

ence. To this end, let 

U = (S, I 1 , I 2 , I 3 , T 1 , T 2 , T 3 ) , Ū = (I 1 , I 2 , I 3 , T 1 , T 2 , T 3 ) , 

X = 

{ 

U ∈ R 

7 
+ | U i ≥ 0 , i = 1 ... 7 , 

w here U i is the i’th component of U 

} 

, 

 0 = 

{ 

U ∈ X | U i > 0 , i = 2 .. 7 

} 

, 

Y = X/X 0 = 

{ 

U ∈ X | U i = 0 , for some i = 2 ... 7 

} 

. 

ow we show that the system (2.1) is uniformly persistent with

espect to ( X 0 , Y ). Since Y contains a single equilibrium E 0 , it is

ufficient to show that W 

s (E 0 ) ∩ X 0 = φ, where W 

s ( E 0 ) denotes the

table manifold of E 0 . Suppose this is not true. Then there is a so-

ution ( S, I 1 , I 2 , I 3 , T 1 , T 2 , T 3 ) ∈ X 0 of (2.1) such that 

lim 

→∞ 

(S(t) , I 1 (t) , I 2 (t) , I 3 (t) , T 1 (t) , T 2 (t) , T 3 (t)) → (�/μ, 0 , 0 , 0 , 0 , 0

hen for any ξ > 0, we have 

�

μ
− ξ ≤ S ≤ �

μ
+ ξ , 

 ≤ U i ≤ ξ , i = 2 ... 7 

or large t . It follows from the system (2.1) that 

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

˙ I 1 

˙ I 2 

˙ I 3 

˙ T 1 

˙ T 2 

˙ T 3 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

= 

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

λS 
0 

0 

0 

0 

0 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

+ 

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

−α1 0 0 0 0 0 

δ1 −α2 0 0 0 0 

0 δ2 −α3 0 0 0 

τ1 0 0 −α4 ρ1 0 

0 τ2 0 0 −α5 ρ2 

0 0 τ3 0 0 −α6 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

×

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

I 1 

I 2 

I 3 

T 1 

T 2 

T 3 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

, 

≥

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

β1 ̃
 S (ξ ) − α1 β2 ̃

 S (ξ ) β3 ̃
 S (ξ ) β ˜ S (ξ ) β ˜ S (ξ ) β ˜ S (ξ ) 

δ1 −α2 0 0 0 0 

0 δ2 −α3 0 0 0 

τ1 0 0 −α4 ρ1 0 

0 τ2 0 0 −α5 ρ2 

0 0 τ3 0 0 −α6 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

×

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

I 1 

I 2 

I 3 

T 1 

T 2 

T 3 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

, 

≡ ˜ J (ξ ) ̄U , 

here, 

˜ 
 (ξ ) = 

�/μ0 − ξ

�/μ0 + 7 ξ
, 
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Table 3 

HIV prevalence data from South Africa [44] . 

Year : 1990 1991 1992 1993 194 1995 1996 1997 1998 1999 20 0 0 2001 

Prev.: 0.3 0.6 1.1 2.0 3.3 5.0 7.0 9.2 11.3 13.2 14.9 16.2 

Year : 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 

Prev. : 17.1 17.8 18.3 18.5 18.7 18.8 18.9 18.9 18.9 18.8 18.9 

 

 

 

 

 

U

 

 

 

W  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4 

Values of the estimated parameters. 

Parameters Estimated value (per year ∗) 

β2 0 .082 

m 1 12 .57 

m 2 4 .54 

ρ1 0 .57 

ρ2 0 .82 

δ1 0 .33 

δ2 0 .34 

τ 3 0 .11 

a 2 .4744e-7( ∗per number) 

β1 = m 1 β2 , β3 = m 2 β2 
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and 

˜ J (0) = 

⎛ 

⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎜ ⎝ 

β1 − α1 β2 β3 β β β

δ1 −α2 0 0 0 0 

0 δ2 −α3 0 0 0 

τ1 0 0 −α4 ρ1 0 

0 τ2 0 0 −α5 ρ2 

0 0 τ3 0 0 −α6 

⎞ 

⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎟ ⎠ 

. (3.4)

Note that ˜ J (0) is equal to (F − V ) , has at least one eigenvalue with

positive real part when R 0 > 1 [40] . Since ξ > 0 is arbitrary, one

can make ξ small enough so that s ( ̃  J (ξ )) is positive, where s ( A )

is the largest real part of the eigenvalues of A. Then there exist

solutions of the linear system 

˙ ¯
 = 

˜ J (ξ ) ̄U , 

that grow exponentially. By comparison, the solutions U become

unbounded as t → ∞ . This is a contradiction to the fact that the

solutions of the system (2.1) are ultimately bounded. Therefore,

 

s (E 0 ) ∩ X 0 = φ. Following Theorem 4.6 [38] , it can be concluded

that the system (2.1) is uniformly persistent with respect to ( X 0 , Y ).

Furthermore, the system (2.1) is dissipative, therefore, by

Theorems 3.3 in [20] , it implies that system (2.1) has an endemic

equilibrium (i.e. all components are positive). This completes the

proof of the theorem. �

4. Data fitting and parameter estimation 

4.1. Data 

We used the World Bank data for HIV prevalence in South

Africa [44] . The yearly adult HIV prevalence data from 1990 to

2012 were considered. The ‘adult prevalence’ is defined as the per-

centage of adult infected individuals among the 15–49 years old

population. The data are given in Table 3 . 

4.2. Parameter values and initial conditions 

HIV mortality is primarily attributed to CD4+ T cell counts and

disease stage; the mortality is higher in patients with low CD4+ T

cell counts. An individual with successful treatment can have al-

most a normal life due to high level of CD4 count maintenance

[2] . Following the previous studies [4,5,27] we estimated the mor-

tality rates of the individuals in different compartments as μ0 =
0 . 0288 , μ2 = 0 . 0888 , μ4 = 0 . 1368 , μ6 = 0 . 3108 , μ1 = 0 . 0408 , μ3 =
0 . 0528 and μ5 = 0 . 1752 . 

HIV infected individuals, if remained untreated, are highly in-

fectious during the first few months (stage I) [9] . Then the infec-

tivity declines and remains low during the asymptotic period for

about 6–7 years (stage II), followed by an increase to a higher level

during stage III. To represent these different infectiousness for I 1 ,

I 2 , and I 3 , we set β1 = m 1 β2 , β3 = m 2 β2 , and estimate the con-

stants m 1 , m 2 . On the other hand, the treated individuals have little

contribution in transmission. The reduction of transmission due to

treatment could reach as high as 96% [8] . Following this result, we

considered β = 0 . 04 × β2 . Since treatment is usually not given to

individuals with higher CD4 + T cell counts, we take τ1 = 0 , and

τ = 0 for data fitting. 
2 
The population [13,44] corresponding to the year 1990 is taken

s the initial value as the data begins at the year 1990. According

o Day et al. [11] and Dorrington et al. [13] , 37.08 million people

ived in South Africa in 1990, among which 45% were adult (15–

9 years). Using HIV prevalence data [44] and CD4 + T cell count

istribution among HIV positive individuals [3] we calculated the

nitial population for our model to be S(0) = 17 . 94 million, I 1 (0) =
 . 0163 million, I 2 (0) = 0 . 009 million, and I 3 (0) = 0 . 011 million.

ince there were no treatments available for HIV infected individ-

als in South Africa in 1990, the initial populations in treatment

ompartments are taken to be zero. 

.3. Data fitting 

We fit the model (2.1) to the data ( Table 3 ) to estimate nine

arameters δ1 , δ2 , ρ1 , ρ2 , τ 3 , m 1 , m 2 , a , and β2 . With certain initial

uesses of these parameters, we solve the model (2.1) using the

ATLAB built-in functions ‘ode45’. Then implementing the solu-

ions to the MATLAB routine ’fmincon’, we estimate the parameters

hat correspond to the minimum of the following error function 

 = 

i =23 ∑ 

i =1 

(
I 1 (t i ) + I 2 (t i ) + I 3 (t i ) + T 1 (t i ) + T 2 (t i ) + T 3 (t i ) 

N(t i ) 

×100 − P (t i ) 
)2 

, 

here I 1 ( t i ), I 2 ( t i ), I 3 ( t i ), T 1 ( t i ), T 2 ( t i ), T 3 ( t i ), N ( t i ) are numerically

omputed model solutions at time t i and P ( t i ) is the HIV prevalence

ata at time t i . 

. Results 

.1. Model fit to the data 

We obtained some of the model parameters from the primary

iterature [2,4,5,26,27] , and estimated the remaining nine param-

ters by fitting the model to the data ( Table 3 ) [44] . The model

olution using the best parameter estimates along with the data

s shown in Fig. 2 . The model fits the data very well. The set of

arameter values that generates the best fit is given in Table 4 . 
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Fig. 2. Data fitting result. The solid green curve shows the yearly adult prevalence 

of HIV infections predicted by the model and squares are the data ( Table 3 ). (For 

interpretation of the references to color in this figure legend, the reader is referred 

to the web version of this article.) 

5

 

i  

c  

b  

i  

h  

s  

T  

l  

i  

t  

i  

g  

c  

t  

e  

n  

e  

c

5

 

a  

5  

e

b  

i  

t  

g  

t  

p  

i  

a  

d  

w

5

 

0  

t  

Fig. 3. Community-level immunity in 5 years under treatment program. Solid 

curves show the immunity levels predicted by the model that ignores recovery of 

CD4 + T cells and dashed curves show the prediction of our model. The values of 

the parameters used for this graph are listed in Table 4 . 
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.2. Community-level immunity 

The immunity of individual is divided into three levels: high,

ntermediate, and low. The immunity level is high if CD4 + T cells

ount of the individual is above 500, intermediate if the count falls

etween 350 and 500, and low if the count is below 350. Accord-

ng to our model setting, individuals belonging to stage I ( I 1 & T 1 )

ave the high immunity level whereas individuals at stage II and

tage III have intermediate and low immunity levels, respectively.

he fraction of individuals in the community at each immunity

evel can be used as health indicators of the community and are

mportant for public health management to control other oppor-

unistic diseases. We define these fractions as community levels of

mmunity which we investigate under various HIV treatment pro-

rams. Our model predicts that in the presence of CD4 + T cell re-

overy, the high, intermediate and low immunity levels can reach

o 90%, 8%, and 2%, respectively in 5 years. However, when recov-

ry rates are considered to be absent ( ρ1 = ρ2 = 0 ), those immu-

ity levels become 51%, 32%, and 17%, respectively ( Fig. 3 ). These

stimates thus show the significant effect of recovery of CD4 + T

ells on immunity levels. 

.3. HIV transmission 

Our estimates show that the value of m 1 and m 2 are 12.57

nd 4.54 indicating β1 is about 13 times higher and β3 is about

 times higher than β2 . These estimates are consistent with the

xperimental results which found m 1 between 7 and 26 and m 2 

etween 2 and 6 [23,35,41] . These results show that HIV-infected

ndividuals in stages I and III have more contribution than stage II

o the transmission of HIV, thus implying that individuals in these

roups (I & III) can be potential targets for treatment as preven-

ion of HIV transmission. With these transmission rates, our model

redicts that the total new infections generated in 5 years by the

ndividuals in the stages I, II, and III are 1.89 million, 0.11 million,

nd 0.47 million, respectively, without treatment, while they re-

uce to 0.58 million, 0.029 million, and 0.11 million, respectively,

ith treatment. 

.4. CD4 count loss and recovery 

The disease progression rates estimated by our model are δ1 =
 . 33 and δ2 = 0 . 34 . That is, an HIV infected individual, if untreated,

akes about 3 years, on average, to progress from stage I to stage
I, and 3 years from stage II to stage III. These progression rates

re in agreement with the experimental results [22,24,29] . Our es-

imates of CD4 + T cell count recovery rates, ρ1 = 0 . 57 , ρ2 = 0 . 82 ,

how that with treatment HIV patients can recover CD4 + T cell

ount to the level of above 350 within 1 year on average and to

he level of above 500 within the next 2 years on average. This

nding of CD4 + T cell recovery rates is in agreement with the ex-

erimental results [26] in which the median of CD4 + T cell count

s found to be increased from 180 to 350 in about 15 months and

rom 350 to 500 in about 21 months after initiation of ART. 

.5. Outcomes of treatment program 

In this section, we predict the outcomes of various treatment

rograms on the HIV epidemic. We particularly focus on single

roup and multiple group treatment programs. For the purpose

f demonstration, we presented our simulation for the treatment

ate from 0 to 1 per year. However, our simulation can be easily

xtended beyond to higher treatment rates. For longer term, our

ualitative results do not change. 

.5.1. Single group treatment program 

We estimated the total new infections generated during the five

ear period from 2015 to 2020 as a function of treatment rates τ 1 ,

2 , τ 3 ( Fig. 4 ), implemented one at a time (single group). Note that

n our model, the treatment rate τ i , ( i = 1 , 2 , 3 ) per year means on

verage the individuals stay untreated for 1/ τ i years during their

ifespan in I i class. As expected, the results show that treatment

an reduce infections significantly. However, it is important to note

hat treatment (at the rate 1/year) at stage I can reduce the to-

al number of new infections by 50% and 45% more than those

t stage II and stage III, respectively. More importantly, treatment

t stage I alone is more effective on reducing new infections than

reatments at stages II and III combined ( Fig. 4 a,b). 

The effect of treatment on disease death is also remarkable.

owever, in contrast to the effect seen in preventing new infec-

ions, treatments at the different stages are not significantly differ-

nt in preventing disease death during this 5 year period ( Fig. 5 a).

lmost 30% of disease death can be reduced by implementing any
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Fig. 4. Total new infections in a five year period (calculated as the integral of the total infection terms for five years) with (a) single group treatment program, (b) multi-group 

treatment program. The values of the parameters used for these graphs are listed in Table 4 . 

Fig. 5. Total AIDS death in a five year period (calculated as the integral of the total infection terms for five years) with (a) single group treatment program, (b) multi-group 

treatment program. The values of the parameters used for these graphs are listed in Table 4 . 
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of the single group treatment programs (i.e. τ 1 or τ 2 or τ3 = 1 ).

This result is important as it predicts that the early treatment

strategy might not be significantly beneficial in preventing deaths. 

The yearly death avoidance (YDA) (number of individuals’ lives

saved per year) increases as the treatment rate increases ( Fig. 6 a–

d). The YDA also increases over time. In the first year, treatment at

stage III has the highest YDA followed by treatment at stage II and

stage I. After 3 years, however, a reverse order is observed, show-

ing that the early treatment is beneficial in saving lives in a long

run (or in the later part of the epidemic). On increasing treatment

rates from 0.20 to 0.40 in any stage, the YDA can be increased by

1.5 fold in the 5th year ( Fig. 6 a, b). Similarly, an increase in treat-

ment from 0.20 to 0.80 results in YDA twice as large in the 5th

year ( Fig. 6 a, d). 

We predict 10-year HIV prevalence under the single group

treatment program. The prevalence can be reduced from 19% to

11%, 17% and 18% by treating individuals at stages I, II and III, re-

spectively. These results show that treatment program at stage II

and III are less effective compared to stage I, to reduce the preva-

lence. We also observe the similar effect on the basic reproduc-

tion number, � 0 . Treatment at stage I can reduce R 0 as much as

66% (from 3.3 to 1.1) while there is negligible effect of treatments
 t
t stages II and III on � 0 . Unfortunately, even with the rate up to

/year, single group treatment programs do not bring � 0 below 1

ndicating that it may be harder to eliminate the disease with the

ingle group treatment program alone ( Theorem 3.2 ). 

We also carried out simulation study to identify whether the

ingle disease treatment program is effective to maintain high level

f the community-level immunity. Our results show that the high

evel immunity could reach up to 68%, 66%, and 53% in 5 years

ith treatment focused at stage I, stage II, and stage III, respec-

ively. While early treatment (stage I) seems to maintain a higher

evel of community-level immunity, the benefit obtained with the

arly treatment does not seem significantly high. 

.5.2. Multi-group treatment program 

We found that almost 80% of new infections can be reduced

y universal treatment, i.e. by treating individuals in all stages

 Fig. 4 b), which is almost twice as much as that achieved from any

ingle group treatment. Only 30% reduction of new infections can

e achieved by treatment at both stages II and III combined. With

reatment programs combining stages I and II, or stages I and III,

he total new infections can be reduced by 60% and 68%, respec-

ively. 
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Fig. 6. Yearly death avoidance (YDA) by single group treatment program, (a) treatment rate 0.20, (b) treatment rate 0.40, (c) treatment rate 0.60, (d) treatment rate 0.80. 

The values of the parameters used for these graphs are listed in Table 4 . 
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With a treatment program focused on any two stages com-

ined, the disease death can be reduced by almost 50% in 5 years.

n this case, the YDA can be achieved up to about 35% at 20% treat-

ent level. When all the three stages are included in the treatment

rogram (universal treatment) the disease death can be reduced

y 65% in 5 years ( Fig. 5 b). This reduction is twice as much as

hat achieved from any single group treatment program ( Fig. 5 a,b).

y increasing the universal treatment rate to 0.80 the YDA can be

chieved up to 85% ( Fig. 7 d). 

With universal treatment, HIV prevalence can be reduced from

9% to 11% in 10 years ( Fig. 8 b). The long term prevalence under

he universal treatment program predicted by our model shows

hat at least 50 years are required to reduce the prevalence to be-

ow 5% ( Fig. 8 c), indicating that treatment alone might not be an

fficient way for reducing the current HIV prevalence in a relatively

hort time period. 

We also computed � 0 under various treatment combinations.

ith treatment at stage II and stage III combined (i.e. τ2 = τ3 = 1 ),

 0 reduces from 3.30 to 2.67. The other treatment combinations

stage I and stage II or stage I and stage III, or stages I, II, and III)

an reduce � 0 from 3.30 to 0.85 ( Fig. 9 b). Importantly, the multiple

roup treatment programs can reduce � 0 to below 1. However, to

educe R 0 to below 1, a high treatment rate is required ( Fig. 9 b).

he region in treatment-parameter space where � 0 < 1 is shown

n Fig. 10 . Since treatment at stage II and stage III combined do not

educe � 0 to less than 1, we did not include this graph. 

Compared to the single group treatment, with multi-group

reatment programs, the community-level immunity can be signifi-

antly increased with the high level immunity reaching up to 83%,
 a  
5%, and 72% in 5 years with treatment combination at stages I

nd II, stages I and III, and stages II and III, respectively. Further-

ore, with universal treatment, this level can be maintained at

0%. 

. Discussion 

Studies show that early ART program can be a successful inter-

ention for HIV transmission. However, appropriate initiation tim-

ng of ART still remains unclear. This study takes the modeling ap-

roach to examine the HIV infection dynamics under various treat-

ent programs, including the one with early treatment. The model

eveloped here is unique in the sense that it is based on CD4 + T

ell count that plays an important role on disease progression, HIV

ransmission, and treatment decision, and is altered by ART. Our

odel has an excellent agreement with the HIV prevalence data

rom South Africa ( Fig. 2 ). The model system is well-posed mean-

ng the solution is bounded as well as non-negative for any non-

egative initial values. Using model analysis, we showed that the

isease free equilibrium is globally stable when � 0 < 1 and unsta-

le when � 0 > 1. Moreover, the model showed the persistence of

isease when � 0 > 1. 

We used the model to evaluate benefits of treatment programs

argeted to the populations at various CD4 count levels. For the

odel parameters related to South Africa, we found that early

reatment (treatment at stage I) can reduce new infection by 2.5

olds more than from treatments at stage II and stage III ( Fig. 4 a,b).

he treatment at stage I is also much more effective on reducing

dult prevalence as well as � compared to treatments at stage II
0 
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Fig. 7. Yearly death avoidance (YDA) by multi group treatment program, (a) treatment rate 0.20, (b) treatment rate 0.40, (c) treatment rate 0.60, (d) treatment rate 0.80. The 

values of the parameters used for these graphs are listed in Table 4 . 
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and stage III. Our model predicts that the universal treatment pro-

gram at rate 0.5/year can reduce the prevalence to less than 3%

in 50 years ( Fig. 8 ,c), consistent with a previous study [18] , which

shows that the universal testing with immediate ART can reduce

the prevalence to below 1% in 50 years. 

The total disease death decreases in the same manner during

the five-year treatment duration for any choice of treatment pro-

grams ( Fig. 5 ). However, treatment at stage III is more effective on

avoiding deaths in the beginning of the treatment program while

the treatment at stage I is more effective on avoiding deaths in the

later part of the treatment program ( Fig. 6 ). Since the disease death

is higher in stage III, treatment at stage III can save more lives at

the beginning of the treatment program. The treatment at stage I

causes delay for individuals to progress to the stage III, eventually

saving more lives in the long run (i.e., during the later part of the

program). 

The universal treatment program provides more benefits than

the single group or the two groups treatment programs of reduc-

ing new infections, disease death, prevalence as well as � 0 ( Fig. 4 ).

Moreover, our model simulations evaluating community-based im-

munity show that compared to any other treatment programs, the

universal treatment program is most effective maintaining about

90% of the infected population with the high level of immunity.

Having higher community-level immunity is important for proper

management of infectious diseases, including opportunistic dis-

eases. 
While the treatment has significant effects on HIV transmission

nd prevalence, it may not be able to eliminate the disease un-

ess extremely high treatment rate is implemented. Since, this high

overage of ART is highly unlikely, elimination of disease may re-

uire additional intervention programs (for example, condom pro-

otion). 

While our model (2.1) captures some vital aspect of HIV dy-

amics under treatment, the model has several limitations. First,

he model does not distinguish population by sexes. Second, the

odel does not address the issues of adherence of ART and the

rug resistance. If a patient misses his/her ART doses and/or drug

esistance arises, our results may be altered. Third, the model does

ot distinguish individuals with known and unknown status and

ssumes that once an individual is HIV positive, he/she is able to

egin ART if he/she belongs to the treatment target group. Fourth,

s the results of the model depend on the model parameters, un-

ertainties involved in parameter estimation could affect the re-

ults. Finally, this study assumed only the CD4 + T cell count as a

arker for disease progression. However, overall immunity can be

eyond the CD4 count as the multiple markers of disease progres-

ion have been investigated and considered for clinical practices

14,19,25] . For example, HIV RNA level, total lymphocyte count

TLC), psychosocial factors, and chronic immune activation can also

e potential markers for the HIV disease progression [14,19] . In-

luding other markers in categorization of the population under

nvestigation could improve the disease dynamics models. 
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Fig. 8. Model prediction of HIV prevalence under treatment program; (a) prevalence after 10 years with single group treatment program, (b) prevalence after 10 years with 

multi-group treatment program, (c) long term projections with universal treatment program. The values of the parameters used for these graphs are listed in Table 4 . 

Fig. 9. � 0 vs. treatment rates, (a) single group treatment program, (b) multi-group treatment program. The values of the parameters used for these graphs are listed in 

Table 4 . 



48 S.M.A. Rahman et al. / Mathematical Biosciences 280 (2016) 38–49 

Fig. 10. Region where � 0 < 1 and � 0 > 1 (a) in τ1 − τ2 parameter space, (b) in τ1 − τ3 parameter space. The values of the parameters used for these graphs are listed in 

Table 4 . 
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