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Abstract We consider a nonlocal delayed reaction—diffusion equation in a semi-infinite
interval that describes mature population of a single species with two age stages (immature
and mature) and a fixed maturation period living in a spatially semi-infinite environment.
Homogeneous Dirichlet condition is imposed at the finite end, accounting for a scenario that
boundary is hostile to the species. Due to the lack of compactness and symmetry of the spatial
domain, the global dynamics of the equation turns out to be a very challenging problem. We
first establish a priori estimate for nontrivial solutions after exploring the delicate asymptotic
properties of the nonlocal delayed effect and the diffusion operator. Using the estimate, we
are able to show the repellency of the trivial equilibrium and the existence of a positive
heterogeneous steady state under the Dirichlet boundary condition. We then employ the
dynamical system arguments to establish the global attractivity of the heterogeneous steady
state. As abyproduct, we also obtain the existence and global attractivity of the heterogeneous
steady state for the bistable evolution equation in the whole space.

Keywords Reaction-diffusion equation - Nonlocal - Delay - Dirichlet boundary condition -
Half line domain

Mathematics Subject Classification 34D23 - 34G25 - 35K57 - 39A30

1 Introduction

Based on the interaction of intrinsic dynamics (birth and death) and the spatial diffusion in a
structured population (Metz and Diekmann [19]), various spatially nonlocal and temporally
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delayed reaction—diffusion equation models have been derived. Such models can well explain
the population dynamics of species with age and spatial structures. For example, So etal. [21]
derived the following equation,

dut,x) _ o 9%u(t, x)
ar " ax?

—dmu(l,x)+s/Fa(x—y)b(u(t—r,y))dy, t>0, xeR.
R
(1.1)

for a species consisting immature and mature stages and living in the one dimensional whole
space R. Here u(z, x) is the mature population of a species at time ¢ and location x, D,, and
dy, are the diffusion rate and death rate of the mature population, t is the maturation time for
the species, the other two indirect parameters ¢ and « are defined by e = exp(— for di(a)da)
and o = fof Dj(a)da where Dj(a), dj(a), a € [0, 7] are the age dependent diffusion rate
and death rate of the immature population of the species, b(u) is a birth function and the
kernel I'y, (#) parameterized by « is given by

1 —u2/4a
Fa(l/l) = ﬁe . (12)

Obviously, o measures the mobility of the immature individuals, & measures the probability
that a new born can survive the immature period, and f, (x — y) accounts for the probability
that an individual born at location y at time r — t will be at location x at time ¢. Since its
derivation in [21], this equation has been extensively and intensively studied, leading to many
interesting results on the existence and other qualitative properties of traveling wave fronts.
See, for example, [1,4-6,8-10,13,15,18,21,23,25-27,33,34,37] and the references therein;
in particular, the recent survey Gourley—Wu [10] offers a very nice review.

When considering a species that lives in a bounded domain €2, similar models have also
been derived/proposed in Liang et al. [14] and Xu and Zhao [29], in which the model equa-
tions are also in the form of (1.1) except that the integrals are in a bounded domain; moreover,
depending on the boundary condition associated to the differential equation, the kernel func-
tion 'y (1) will take different forms. The global dynamics of the semiflow generated by such
models subject to either the Dirichlet or the Neumann boundary condition have also been
intensively and successfully studied (see, for example, [2,7,12,20,22,28,30-32,35,36,38]).

In the real world, there are also species whose individuals live in a semi-infinite domain
which is neither bounded nor the whole space. For example, animals living in a big land
that has the shore of an ocean or a lake at one side of the land provides such a scenario. For
simplicity, we will consider R4 = [0, 00) in the one-dimensional space. For such a scenario,
by the same approach used in [21] but imposing homogeneous Dirichlet boundary condition
at x = 0, we can obtain the following non-local reaction diffusion equation for the mature
population:

ow 92w o0

§=Dmm_dmw+8 b(w(t—1,y) [I'e(x —y)—To(x+y)ldy, t>0, xeRy,
0

(1.3)

where all parameters and functions remain the same as for (1.1). We give the detailed deriva-
tion in the Appendix.

Since (1.3) is derived under the Dirichlet condition at x = 0, accordingly, we should also
impose this condition for (1.3), together with an initial condition. In other words, we will
consider the following homogeneous Dirichlet boundary value problem (DB VP) of nonlocal
delayed reaction—diffusion equations in the semi-infinite domain R :
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= DY dw e [§°b(w(t — T y)Ta(x — y) — Talx + y)dy,
w(,0) =0, t>0, (1.4)
W(t,x) = (p(tvx)5 (tax) S [_fa O] X R+’

where ¢ : [—7,0] x Ry — R, is a bounded and continuous function with ¢ (¢, 0) = 0 for
allt € [—7,0].
For convenience, by rescaling

t X
- =t ——= X, Tdy— U, w(rt,\/rD x)—>ut,x,
T m m n m ( ) 0s)

ViDuTo(VTDux) = k(). —b() = £,

we transform system (1.4) to the following the DBVP:

W = P [l — Ly — y) — k(G + 0y, t> 0,
u(®,0 =0, r>0, (1.6)
u(t,x) =@, x), (t,x)el[—1,0] xRy,

where ¢ : [—1,0] x Ry — Ry is a bounded and continuous function with ¢(z, 0) = 0 for
allt € [-1,0].

Since the spatial domain Ry is neither bounded nor the whole space, and the kernel
k(x —y) —k(x — y) is not symmetric, the dynamics of (1.6) turns out to be a mathematically
challenging problem. In the rest of this paper, we will tackle this problem. In Sect. 2, we first
show that there exists a uniformly bounded set which is positively invariant for (1.6). Due to
the non-compactness and asymmetry of the semi-infinite interval, when there is a nontrivial
equilibrium, it is quite difficult to show the repellency of the trivial equilibrium to any
nonnegative solution. To overcome this difficulty, in Sect. 3, through describing the delicate
asymptotic properties of the nonlocal delayed effect and the diffusion operator, we establish a
priori estimate for nontrivial solutions and the repellency of the trivial equilibrium. Then we
employ standard dynamical system theoretical arguments to obtain the global attractivity of
the nontrivial equilibrium. In Sect. 4, we apply our general results to two particular models:
one is the nonlocal diffusive Nicholson’s blowfly equation and the other is the nonlocal
diffusive Mackey—Glass equation, in the semi-infinite interval R .

2 Preliminary Results

We first introduce some notations. Denote by BU C (R4, R) the set of all bounded and uni-
formly continuous functions from R} to R. Let X = {¢ € BUC(R4,R) : ¢(0) = 0} be
equipped with the usual supremum norm || - || x, making X a Banach space. Let X = {¢ €
X :¢(x) > Oforallx € Ry} and X§ = {¢p € X : ¢(x) > Oforallx € (0, 00)}. Let
C = C([—1,0], X) be the Banach space of continuous functions from [—1, 0] into X with
the supremum norm || - |[¢, and let Cy = C([—1,0], X4) and C§ = C([—1,0], X3). It
follows that X, Cy is a closed cone in X, C, respectively. For convenience, we shall also
treat an element ¢ € C as a function from [—1, 0] x R, into R.

Forany &,ne X,wewrite§ >y nifé —ne X, E>xynité >nandé #n,& >xn
if § —n € X3. Similarly, forany &, ¥ € C, we write ¢ >¢c ¥ if o — € Cy, ¢ >c ¥ if
¢ >cYand g # vV, 9 >c ¥ if ¢ — € CJ. For simplicity of notations, when there is
no confusion about the spaces, we just write >, >, > and || - || for >, >,, >, and || - ||+,
respectively, where * stands for X or C.

@ Springer



1010 J Dyn Diff Equat (2016) 28:1007-1030

For a real interval 7,1let I + [—1,0] = {t+6 : t € [ and 6 € [—1,0]}. Foru : (I +
[-1,0) xRy — Randt € I, wedefine u; (-, -) by u; (0, x) = u(t+6, x) forallg € [—1, 0]
and x € Ry.

We will consider the mild solution of system (1.6) with the initial value ¢ € C, which
solves the following integral equation with the given initial function,

[u(r, ) = SWIpO, I+ 3 ¢ = HIFs)lds, 120, on
uop =@ e (Cy,

where F : C; — X is defined by

oo
Flp)(x) = M/O flo(=1, y)lk(x —y) —k(x + y)ldy forx € Ry andg € Cy,
and S(¢) is the semigroup generated by the linear system

%’f = % —uu, t=>0,
u(,0) =0, >0, (2.2)
u,x) =), xeRy,

that is, for (x, ¢) € R4 x X,
SO)[@](x)= ¢ (x)

exp(—put) /°° [ ( (x—y)z) ( (x+y)2)}
SOpl(x)=—F— o) |exp| ————— ) —exp| —————) | dy, t>0.
VAt 4t 4¢
i ’ 2.3)

For details of the above formula (2.3), see Eq. (10.5.39) and its derivation in [11].

Replacing R4 in (2.2) by R leads to another semigroup which is already well-known.
More precisely, let Z = BUC(R, R) be the set of all bounded and uniformly continuous
functions from R to R equipped with the usual supremum norm || - ||z and U(¢) : Z — Z be
defined by

U0)[¢]l(x) = ¢(x)
oty [ 2 2.4
UM [¢](x) = %/0 & (y) exp (—%) dy forall t € (0, 00). e

for (x, ) € R x Z. Note that U (¢) (t > 0) is an analytic and strongly continuous semigroup

on Z generated by the Z-realization Az of A = % (see, e.g., Daners and Medina [3]).
By some computations, we can easily establish the following results.

Lemma 2.1 Then the following statements are true.

i) SO[P1(x) = e MU M)[P)(x) for all € X and t € Ry and x € R, where ¢
represents the odd extension of ¢.
(ii) S(t) is an analytic and strongly continuous semigroup on X.
(iii) SMIX4+] S X4 fort € Ry and S(H)[ X+ \ {0}] € XS fort > 0.

(iv) w‘ > 0 forany (t, ) € (0, 00) x (C4 \ {O}).

X —

(v) Forallt ex((), o0) and (x, @) € Ry x X, there hold
ISOIPI) | _ (L + po)exp(—pn)llgllx
ot - t ’

_ exp(pn)lIllx
- t

ISOI1lIx < e " M1$llx,

‘BS(t)[qﬁ](X)
0x

S(M[P1(x)

_ exp(—pnlllix
ax2

- Vrt
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(vi) Foranyt, ty € (0,00), x1,x2 € Ry and ¢ € X, there hold

1 i ) - i 3
ISDIBIC) — S 1G] < S mintin, f2)) exp(zp minity o IDllx - |
min{r1, 12)
exp(— min{t1, o)1l 1x

7 min{ty, )}

Proof Obviously, statements (i), (iii), (iv) and the first inequality in (v) follow directly from
the explicit expression of S(z).

(ii) follows from statement (i) and the fact that U(¢) (+ > 0) is an analytic and strongly
continuous semigroup on Z.

(vi) follows from the differential mean value theorem and the second and third inequalities
in (v).

It remains to prove the second, third and fourth inequalities in (v). Indeed, for any x € R,

exp(—ut)

¢ € X and ¢ > 0, by (2.3), we have
(o) 2
y—x (x —y)
= | s [ e (-5

‘ ISD)[P](x)
2
Lx Y exp (_ (x+y) )] dy‘

[x2 — x1].

ax
2t 4t

_ exp(=unllollx /°° Hy—x ( (x—y)z)
< - exp| ———
Vant 0 2t 4t
xX+y (x +y)?
+F e (-5 o
_ exp(un)llllx

B Vrt

Further computation shows that
exp(—put)

PSMIPlx) | /°°¢( ) 1 e =y)? LI e+ y)?
ax2 a1 PP 4t 2 P 4t
+(y—x)2ex (_(x—y)z)_(ery)zeX (_(ery)z) d
2t P 4t 2t P 4t Y
_ exp(=un)llpllx /°° [iex (_(x—y)2)+1ex (_<x+y)2)
- Jarxt 0o L2t P 4t 2 P 4t
2 2 2 2
y—x (x =y x+y x4y
(5 () () e () |

_ epunligllx.
- t

Finally, from (2.2), we may obtain that for any x € R}, ¢ € X and ¢ > 0, we have

IS (@) [¢1(x) IS (1)1 (x)
‘ ” < 92 + ulSO[@1(x)]
o U+ put)exp(—un)lldllx
= ; .
The proof is completed. O

@ Springer



1012 J Dyn Diff Equat (2016) 28:1007-1030

For given ¢ € C., the method of steps and the definition of F, it is easy to see (2.1)
has a solution which exists for all # > 0. Denote by u? (¢, x) represent the unique solution
of (2.1), that is, the mild solution of (1.6) in the sense of Martin and Smith [16,17]. Then it
is clear that (u?), € C4 forall t > 0 and ¢ € C,. Thus, the solution maps of (2.1) induce
a continuous semiflow in C. Since the semigroup S(¢) is analytic, we know that a mild
solution of (2.1) is also a classical solution of (1.6) for all # > 1 when f is continuously
differentiable (see, e.g., [16,17,24,26]). Therefore, as far as asymptotic behaviors of solutions
to (1.6) are concerned, it is sufficient to only consider solutions of (2.1).

Due to the non-compactness of the spatial domain, it is generally difficult and inconvenient
to describe the global asymptotic behaviors with respect to the supremum norm. To overcome
this difficulty, we introduce another more suitable topology called the compact open topology,
and they are induced by the norms || - ||§,, I| - ||CC{, on X and C respectively given by ||| |§0 =

> uen 27" sup{|¢ )] < x € [0.n]) for ¢ € X and [|g]IS, = sup(llp@)I%, : 6 € [~1,0])
for ¢ € C, respectively, where N = {1, 2, ...}. Again for simplicity of notation, when there

is no confusion about the spaces involved, we just write || - ||, for both norms defined
above. Moreover, we denote the normed vector spaces (X, || - ||co), (C, || - |lco) bY Xco, Ceos
respectively.

In what follows, we shall always assume the following for the nonlinearity f:

(H1) f: Ry — R4 is continuous in R4 with f(0) = 0 and continuously differentiable in
some right neighborhood of 0; moreover, there exists a sequence {B,} in (0, co) such
that lim B, = oo and f ([0, B,]) € [0, B,].
n—oo

The following result establishes some basic properties for the solution semiflow of (2.1).

Proposition 2.1 Let (HI) hold. Then for any positive integer n the following results are true:
(i) u®(t,-) € X3 and %(r, 0) > 0 for any (t, ) € (0,00) x (C+ \ {0}).
(ii)) w?); € Cp, for any (t,¢) € Ry x Cp,, where Cp, L2 {p e C: g x) e
[0, B, ] forall (0,x) € [—1,0] x R4}
(iii) ("), is a continuous semiflow on Cp, with respect to the compact open topology
induced by the norm || - ||co-
(iv) Foranyr,t* > 0, there is M = M, + > O such that |u?(t, x) — u¥(t,z)| < M|x — z|,
where (t,x, 7z, ) € [t*,00) X Ry X Ry x Cy.
(v) ®(t, Cp,)(0, -) is precompact in X, fort > 0 and ®(t, Cp,) is precompact in C, for
t> 1.

Proof (1) Let (t,x,¢) € (0,00) x (0,00) x (Cyx \ {0}). From (2.1), we easily see that
u?(t,0) = 0and u¥(t, x) > S()[¢](x). The latter, combined with statements (iii) and
(iv) of Lemma 2.1, implies that %(r, 0) > 0 and u¥(t, x) > 0.
(i1) Suppose ¢ € Cp,. Let

u?(t, x) + By, (t,x) € [—1,00) x [0, c0)

—u¥(t,—x)+ B,, (t,x)€[—1,00) x (—00,0). 2.5)

v(t,x) = ’
Then by (2.1) and Lemma 2.1-(i), v satisfies the following integral equation,

v(t,x) = e MUO[V(0, )](x) + 1 fy e MU — 5)[Guy)](x)ds, >0,
V0 =9 2 %eBUC(-1,0] xR, R),
(2.6)
where G : BUC([—1,0] x R, R) — X is defined by

GW)(x) = M/ gW(—1,y)k(x —y)dy forx e Ry andy € BUC([—1,0] x R, R)
R
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with g : R — R given by

f(Bn) + By, u € (By, 00),
Sfu)+ By, u € [0, By],
—f(—l/t) + B,, uel[-B,,0]
—f(By) + By, u€ (=00, —By),

gu) = 2.7)

Note that g(R4) < [0, 2B,]. In the following, let v¥ (¢, x) denote the solution of (2.6).
Then, by the statements (i) and (ii) of Proposition 2.6 in [33], we obtain that (v¥)(z, x) €
[0,2B,]forall (¢+,x,¥) e Ry xRx BUC([—1,0] xR, [0, 2B,]). This, together with
statement (i), implies (ii).

(iii) Tt is obvious that (u®)); is a semigroup on Cp,. Theorem 2.8-(i) in [33] together with
the above discussions, shows that (), is continuous with respect to the compact open
topology, proving (iii).

(iv) Without loss of generality, we may assume that r = B, for some n € N. Thus by
the statement (ii), we have 0 < (u¥); < r for all (t,¢) € Ry x C,. Let M, ;» =

_ *
re M

e + r /1. Then for any (¢, x, z, @) € [t*, 00) x Ry x Ry x C,, it follows from
(2.1) and Lemma 2.1-(vi) that

[u? (1, x) —u? (1, 2| < 1SOLe(0, H](x) = SO0, )]()]

t
+/0 |S(t = )[F(uf)](x) = St — )[F(uf)](2)|ds
re

tl”e—u(t—s)
< ﬁM—ZH‘ A 7W|X—Z|ds
re ur [0 e Hs
22 [ e
—ut*
< [’j% +r¢ﬁ] X — 2]
= My +|x —z|.

(v) By the Arzela—Ascoli theorem and the statements (ii) and (iv), it suffices to prove the
following claim:

Claim Foranye > Oand t* > 0, there is § = 8(e,t*) € (0, 1) suchthatif t* <t) <t <
t1 + 68, then |u?(t1, x) —u?(t2, x)| < € forall (x,9) €e Ry x Cp,.

Indeed, it follows from Lemma 2.1-(vi) and (2.1) that for any ¢ > 0 and * > 0, taking
M = [Ii* +1+5u]B, and § = min{ﬁ, %, 1}, we know thatif t* <1 <1 <t + 6§ and
(x,9) € Ry x Cp,, then

|u? (11, x) = u? (12, )| < S(tD)[9(0, )](x) = S (0, )](x)]
t t

+ ‘/ 1 S(t1 — )[F (uf)](x)ds —/2 S(ty — )[F (uf)]x)ds
0 0

15
_ (tumB, / S — 9)[F(uf)]o)ds
n

/ttl 7 [St1 = $)[F(uf)]x) = Stz = $)[F (uf) ] (x)]ds

11—V

|t — 1| +

+
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11—«/5
+/0 [S(t1 = )[Fuf)]x) = Stz — $)[F (uf)](x)]ds

(1+u )
t*

tl—\/g 1 f —
+/ ,uBn87+ wt = s) e =gy
0 t—s

Bud + uByd + 2/‘«3;1\/g

|+ ut 1 5
5M33+u35+2;¢3 V8 + Bs—HVC + i3

t* 8
1+ pr*
[w&, 4 1B, + 2B, + B, (1 + u)] NG

t*
1
= |:t—*+1+5ui|Bn\/§<s.
Therefore, the Claim holds, and the proof is completed. O

Remark 2.1 Note that in the above discussion in this section, the initial functions are assumed
to be bounded and uniformly continuous with respect to the spatial variable x. We point out
that the same asymptotic behaviors of the integral equation (2.1) hold when the initial function
@ is a bounded and continuous function from [—1, 0] x Ry to Ry with ¢|—1,0jx{0} = O.
Indeed, by the step argument and the definition of F, it is easy to see that the solutlon u?);
of the integral equation (2.1) is also defined for all + € R, ; and by using some arguments
similar to Remark 2.9 in [33], we may also obtain that (u%); € C4 forall r € [2, 00).

Denote by @ the solution semiflow of (2.1), thatis, ® : Ry x C4 — Cy is defined by
D(t, ) = u?), forall (¢, ) € Ry x C4, where the topology of C is induced by the norm
I| - llco- Sometimes, we also write & (¢, ¢; f) for (¢, ¢) to emphasize dependence on the
nonlinearity f, if there is a need.

In what follows, we always assume that the tacit topology of C is induced by the norm

||"||c0~

Definition 2.1 An element ¢ € C is called an equilibrium of ® if ®(z, ¢) = ¢ for all
t € Ry. A subset A of C is said to be positively invariant under ® if ®(z, ¢) € A for all
g e Aandr € Ry.

We write O(¢) = {®P(z, ) : t € Ry} for the positive semi-orbit through the point ¢. The
w-limit set of O () is defined by w(¢) = ﬂteﬂh O (P (t, ¢)), where O (P (t, ¢)) represents
the closure of O(®(, ¢)) with respect to the compact open topology.

Definition 2.2 Let u* be an equilibrium and A be a positively invariant set of the semiflow
®. We say that u* is globally attractive in A if w(¢) = {u*} for all ¢ € A.

Definition 2.3 We say that 0 is globally attractive in C with respect to the usual supremum
norm iftlim [|m?)¢]lc =0forallp € Cy.
—00

Definition 2.4 Letu* be an equilibrium. We say that u* is globally attractive in C4 \ {0} with
respect to the compact open topology if w(¢) = {u*}, that is, lim;— o || (©?); — u*||co = 0
forall ¢ € Cy \ {0}.

In the sequel, we shall omit the term “with respect to the compact open topology” in
Definition 2.4.
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It is not difficult to establish the following result by using Theorem 2.15 in [33]. For the
sake of completeness, the proof is provided.

Theorem 2.1 If f(x) < x forall x > 0, then 0 is a globally attractive equilibrium of (2.1)
in Cy with respect to the usual supremum norm.

Proof Suppose that ¢ € Cy. Take ¢ € C([—1,0] x R, R) such that ¢|[—1,0]x[0.00) = ¢
and @|[—1,0]x(~o0c,00 = 0. Theorem 2.17 in [33] shows tlim sup{(v¢(t +6,x) : 0,x) €
—00

[—1,0] x R} = 0, where (v‘z’), represents the solution of (2.6) with g replaced by the

odd extension Qf f. Again, by Proposition 2.1-(i) together with (2.1) and (2.6), we have

0 < %) < (v9)¢l[-1,01xRr, - Therefore, tlim [|(u?)¢]lc = 0 and the proof is completed. O
— 00

Clearly, assumption of Theorem 2.1 implies that f/(0) < 1. If f’(0) > 1, then 0 is not
a locally attractive equilibrium. In the next section, we tackle the global dynamics of (2.1)
when f/(0) > 1.

3 Global Dynamics

In this section, we always assume that f/(0) > 1, In this case, to overcome the difficulty in
showing that the trivial equilibrium repels nontrivial solutions caused by the lack of com-
pactness of the spatial domain and by the non-symmetry of the spatial domain as well as the
Dirichlet boundary conditions, we will first establish a priori estimate for nontrivial solu-
tions. This will be done by looking at delicate asymptotic properties of the nonlocal delayed
effect and the diffusion operator. The estimate then will enable us to show the existence and
global attractivity of the nontrivial equilibrium by employing standard dynamical system
theoretical arguments.

Let
\/ﬁ [Leim x2
Ix)=YX— —Vux? d I(t,x)= — —) for te(0,00), xeR.
(x) > exp( ux ) and (¢, x) Nze exp( 4t) or 0,00), x

Using these two functions, we define linear operators K, K(0, ), K(¢, ), K; : X — X by

ke = | | FOKG =) — K I =) =16+ e
K(0,0)(x) =0,
K(r,¢)(x) = /R2+ {WIk(z = y) —k(z + y)] /Ot[l(s, x —z) — (s, x + z)]dsdydz,
KiZ1=K —K(1,0),
forall¢ € X, t € (0, 00) and x € R. Note that

Ki[g](x) = /]Rz CWIk(z —y) —k(z + y)]/ [[(s,x —2) = I(s, x + 2)]dsdydz
T t

for all € Ry since f]R+ [(s,x)ds = [(x) for all x € R due to Lemma 2.1(vi) in [33]. It is
easy to verify that these operators are order preserving.

We point out that these operators can be naturally extended by the same formulas from
the space Xto the linear space of all measurable and bounded functions from R4 to R into
itself, and the extended operators are also order preserving.
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For given T > 0, define the function 7 : R, — Ry by h” (x) = 1forallx € [T, 2T ]and
hT(x) =0forallx e Ry \ [T,2T]. Let AT ={¢p € X : p(x) > hT (x) forall x € Ry}.

Lemma 3.1 For any n € Nand § € (0, %), there exists T, 5 > 0 such that K"[hT] >
(% — AT forall T > T,.s, and hence K"[AT] C (% — AT forall T > T,.5, where K"
represents the nth-composition of K.

Proof Fixn € Nand 6 € (0, %). It suffices to prove that there exists 7, 5 > 0 such that
K"[hT] = (3 — &)hT forall T > T,.s, due to the monotonicity of K.

Define g, : R*" — R by g,(y) = [[i= (k(—y)l(=z) forally = (y1, 21, y2, 22, - . -,
Yn,Zn) € R2" Tt follows from Fubini’s Theorem and the linear transformations of variables
that forany 7 > 0 and x € R, we have

WMWMZ&JﬁG+ZﬁHWO&®W

i=1

where 17 represents the odd extension of 4T . This together with the monotonicity and even
property of k, [, shows that for any 7 > O and x € [T, 2T ], we have

Wm%mz/ &ww—/ gn(y)dy
x+> 0 (vi+zi)€[T.2T] x+> 0 (yi+zi)el-2T,—T]

- [ @iy [ g (¥)dy
S itae[0.5] S it <—T

= / gn(y)dy — / gn(y)dy.
Z?:1<>f,-+z,~)e[0,§] i itzi)=T

By the definition of g, and the fact that [ k(y)dy = [ [(y)dy = 1, we easily obtain

1
lim / gn(y)dy = -
T—00 21:1()’i+2i)€[0,%] " 2
and
lim gn(y)dy = 0.

T—oo /S | (yi+zi)=T

Therefore, there exists 7, 5 > 0 such that forall T > T}, 5,

1
/ gn(y)dy — / gn(y)dy = - — 6.
S Gitane[0.5] S Gita)=T 2

So, for any T > T, s and x € [T,2T], we have K"[hT](x) > § — &, thatis, K"[nT] >
(3 — 8)h™ and hence the proof is complete. o

To continue our discussions, we give some links together the nonlocal reaction and the dif-
fusion, which shall be very useful to prove a priori estimate for nontrivial solutions for (2.1).

Lemma 3.2 Foranyn € Nand § € (0, %), there exist T, 5 > 0 and s, s > 0 such that

K" [hT] > (% —S)hT and (K (s, )" [hT] > (% — S)hTforall T >Tysands > s, 5 where
K" and (K (s, -))" represent the nth-composition of K and K (s, -), respectively.
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Proof Fixn € Nand § € (0, %) By Lemma 3.1, there exists 7,5 > 0 such that K" [AT] >

30T forall T > Ty, 5.
Let s, 5 = iln(zlgn). Now fix T > T,s and s > s,s. By the definitions of

K, K, K(s,-), we have Ky o K(s,-) = K(s,) o Ky, K;[1] < ™, (Kg)/[hT] < 1
and (K (s, ))/[hT] < 1 forall j € N. It follows that

K"[hT] = 3" Cl(K) (K (s, )"~ [1"]
j=0

= (K(s. )" [AT]+ Ky | D ClK ) N (K (s, )" 7 [nT]
j=1

< (K(s. )'[R"] + @" = DK,[1]
< (K(s,)"[n"] +2"e

1)
= (K )"[A] + 5.

This, combined with the fact that K"[h”] > %hT, implies that (K (s, )"[2T] = (% —

S)hT, completing the proof. O

The following result gives a priori estimate for nontrivial solutions for (2.1), which plays
akey role in the proof of the repellency of the trivial equilibrium for any nonnegative solution
and global attractivity of nontrivial equilibrium of (2.1).

Proposition 3.1 Suppose that f'(0) > 1 and B € {By, : n € N}. Then there exist &y > 0,
To > 0 and T* > 0 such that for all ¢ € (0, g0l, T € [Tp, 00), and a solution u : [—1, 00) X
Ry — [0, B]of (2.1) with u(t,-) > ehTfor allt € [—1,T*), we have u(t, -) > shTfor all
te[—1,00) and u(t,-) > eh” forallt € (T*, c0).

Proof Obviously, there exist n > 2 and 8 € (1, f/(0)) such that 8" > 4.

By the choice of §, one can easily see that there exists a ¢; € (0, min{1, B}) such that
f@) > Buforallu € [0, e1] and f(u) > Be; forall u € [, B].

By applying Lemma 3.2 with § = %,we know that there exists s, > 0 such that K" (hT) >
$h" and (K (s, )" (hT) = 3h” forall T > s, and s > s,,.

Letgy = ﬁ, To = s, and T* = ns, +n — 1. Suppose that ¢ € (0, &9], T € [Ty, 00),
u : [—1,00) x Ry — [0, B] is a solution of (2.1) such that u(z,-) > eh? for all 1 €
[—1,T*]. Let ¢ = ug. Then u(t,x) = u?(t,x) = ®¢ + 1,¢)(—1,x) for all (¢,x) €
[—1, 00) x R, Due to the choices of & and 8, one can easily obtain g7 (K (z, -))j[ShT] < e
and f(B/(K(t,))/[eh"]) = B/TH(K (1, )/ [ehT ]| forallz > Oand j =0, 1,...,n.

Let n* = sup{j € {0,1,2,---,n— 1} : u(t,)) > eB/(K(s,, )/ [hT]forallt €
[jsn + j — 1, T*]}. We claim n* = n — 1; otherwise, n* € [0,n — 2] and u(z,-) >
eB™ (K (sy, )" [nT] for all ¢ € [n*s,+n*—1, T*]. These, combined with (2.1) and Fubini’s
theorem implies that for any 7 € [(1 + n*)s, +n*, T* + 1],

u(t, ) = u(sy + @ —s),°)
= D (s, Dt — 50, 9))(O0, )

= SGp)u( — sy, )]+ /0 S(sp — )[F (Ugys—s,)]ds
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> /S" S(sp —)[f (u(s +1—5, — 1,))]1ds
0

> K(sp, fu(s +1—s5,—1,4)))

K (s 8" TH(K (50, )" [07])

sﬁn*-‘rl (K(Sn, .))n*-i—l [hT],

IV

v

which yields a contradiction. This, together with the previous discussions with n* =n — 1,
means that u(r,-) > &B"(K (sp, ))*[hT]forallt € [ns, +n — 1, T* + 1]. In particu-
lar, u(r, ) > eB"(K (sp, ))"[hT]) > s%hT forallt € [T*, T* + 1], and thus u(z, -) >
eh” forallt € [T*, T* + 1]. Hence, the results easily follow from the semigroup property
of CI>|1RJr xCp- O

The following shows that the positive limit set of a positive solution of the system is far
away from zero at the infinity.

Theorem 3.1 If ¢ € C \ {0}, then there exist &, > 0 and T, > 0 such that w(¢) > 8¢hT
forall T > T,. In other words, w(¢) > e(phTw’O", where h1e®°(x) = 1 forall x € [T, 00)
and v (x) = 0 for all x € [0, Ty).

Proof By Proposition 2.1-(i) and (ii), we may assume that u? (¢, x) € (0, B] for all (¢, x) €
[—1, 00) x (0, 00) for some B € {B, : n € N}. Choose Ty, T*, and & as in Proposition 3.1.
Let T, = Ty, &1 = inf{u(t,x) : (t,x) € [-1,T*] x [Ty, 2Tp]} and &, = min{gg, &1}.
Then &1 > 0 and &, > 0. By Proposition 3.1 and the choices of Ty, 7* and &9, we get
u?(t,) > sthq) for all + > —1. This, combined with the definition of w(¢), implies
£ > e,hle forall £ € w(p).

Forany & € w(g),letag =sup{a > T, : £(0, x) > g, forall (¢, x) € [-1, 0] x [T, 2al}
and T =inf{as : § € w(p)}. Thenags > T, forall &£ € w(yp), and thus T > T,.

We claim that T = oo. By way of contradiction, suppose that T < co. Take £* € w(¢).
Then, the invariance of w(¢) implies that ut” (t,) = sth for all t € [—1, T*]. Again,
by Proposition 3.1 and the choices of Ty, T* and gy, we have us” ) > eth for all
t € (T*, 00). In particular, there exists T ¢ (T, 2T) such that ué*(t, D> s(ﬂhT for all
t € [1 4+ T%*,2+2T*]. On the other hand, by the definition of w(¢), there exists a sequence
{Sn}nen such thatlim, o0 || (1?)s, —£*||co = 0. Itfollows that lim,,— oo (sup{|u? (s, +1, x) —
ug*(t,x)| s (t,x) e[l —|—~T*, 2 4+ 2T*] x [T, 2T]}) = 0. Thus there exists n* > 1 such
that u? (s« +¢,-) > s(phT forall t € [1 + T*,2 + 2T*]. It follows from Proposition 3.1
that u? (s, +1t, ) > s(phT forall r € [1 4+ T*, 0o). This and the definition of w(¢) produce
£ > e,h! forall& € w(g). Since 2T > T > T,we haveag > T > T forall £ € w(p).
Then T = inf{ag : § € w(p)} > T > T, a contradiction. This proves the claim, that is,
T = oo. Hence, this claim and the choice of 7 imply that w(¢) > ethw’oo to complete the
proof. O

The next lemma establishes a relation between the topologies defined by the local supre-
mum norm and the local C'(R4) norm in {¢(0, -) : ¢ € w(y)} for any given ¢ € X.

Lemma3.3 Let v € Cy, and let ¢ and {¢"}7>, be in w(¥). If a € (0,00) and

nll>ngo ||§Dn(07 ) - (p(O, ')||C([O,a],R) = O, then nli{rolo ||(/)n(0, ) — (p(o, ')||C1([0,a],R) = 0.

Thus, the local supremum norm and the local C'(R.) norm define the same topology on

{0, : ¢ € w(¥)}.
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Proof Letyr € C. We claim that there exists M = My, > 0 such that ||¢(0, Nerwyy =M
forallp € w(y). Here ||gl|c1(w, ) is the sum of the supremum norms g, g'.Note thaty < B
and thus w(y) < B for some B € {B,, : n € N} due to Proposition 2.1. Now, it follows from
(2.1) and Lemma 2.1-(v) that for any x € R} and ¢ € w (), we have

u?(2, x) S D)[e(0, H](x) 0 foz S2 = $)[Fuf)](x)ds
= +
0x 0x ox
- exp(—2u1)|le(0, )l x /2 exp(—u(2 — S))‘U!’"(Ms(p)“xdY
- V2 0 T2 —5) A
Bexp(—2p) n MB/Q exp(—u(2 — s))ds
T V2 0 JT2=—%)
B
e B 1 B.
< TVEB < (1+ V)

Taking My, = (2 + ﬁ)B, the invariance of w (1) leads to the above claim.

Now we also claim that {% 1 ¢ € w(yY)} is an equi-continuous functions family
in C(R4, R). Indeed, for any ¢ > 0, by choosing t* = 2 — min{(ﬁ)z, %} and § =
min{%, W}, we may obtain that if ¢ € w(¥) and x1, x, € Ry with [x] — x2| < 4,

=

then by (2.1) and Lemma 2.1-(v), we have
wu?(2,x1)  Ju?(2,x2) ‘ 9S2)[e(0, )]
ox

<

aS(2)[e(0, )]
5 (x1) —
X 0x 0x

(xz)‘

29852 —9)|[F@u?
+/0 %(xl)ds

2982 —9)|[F@u?
_/0 ( ;l[ (C19) PN

exp(—2w)[le(0, )|lx
< 7 |x1 — x2|

t* _ [ _ [
+/ s s)[F(us)](xl)_BS(Z $)[F(uf)]
0 ax ax
21982 —)[Fu? ASQ2—s)[F(u?
 [[esleel,,  psesslren)
e X ax

_ exp(=2Wlle (0, Illx

ds

(x2)

(x2)| ds

< 5 lxp — x2]
t* _ _ ¢
+/0 exp( M(sz)zl}F(ux)llxm_mds
+2 /2 exp(—u2 = N F ) |y
* V2 =)
< [§+Bulni] b1 = xal + 4By | -
12 2 —1t*

<e,

which together with the invariance of w () implies the claim.
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By the above claims, the Arzela-Ascoli theorem , we know that {¢(0, -) : ¢ € w(¥)} is
pre-compact under the topology induced by the C llm. (R4)-norm.
Now, let a € (0,00) and let the sequence {¢"};°, and ¢ be in w(y) and sat-
isfy lim ||¢"(0, ) — ¢(0, )llco,a1,r) = 0. We need to prove prove lim ||¢"(0, ) —
n—oo n—oo
®0, )lcrjo.a1.xy = 0. Otherwise, by the compactness of {¢(0, )lj0.a] : ¢ € ()}
in C'([0, a], R), there exist a ¢ € C'([0,a],R) and a subsequence {(p”"},fi] such that
¢0,) # ¢, )l.a and lim [l¢"(0,) = ¢, )llc1(0.arr) = 0. But, this, com-
bining with the fact that lim [|¢"(0,-) — ¢(0, )llcqo,a1,ry = 0, we have ¢(0,-) =
n—o0
©(0, -)|[0,4]» a contradiction. Therefore, lim [|¢" (0, ) — ¢(0, Nlerqo.a1.r) = 0 provided
n—00 T
that lim [|¢"(0,-) — ¢(0, )|lc(0,qa},r) = 0. In other words, the local supremum norm and
n—0oo
the Cllnc-norm define the same topology on {¢(0, ) : ¢ € w(¥)}. ]

According to Proposition 2.1-(iv-v) and the fact that ®(z, ¢)(0, x) = u?(t + 0, x) for all
(t,0,x) € [0,00) x [—1,0] x Ry, we easily obtain the following result,

Lemma34 Let M > 0, ¢t > 0, T € (0,11 and D € C4 with D < M. Assume
that D|_z ojxr, IS pre-compact in BUC.([—7,0] x Ry, R), where D|_z o)xRr,
{@li—z,01xr, : @ € D}and BUCo([—7, 0] x Ry, R) is the set of all bounded and uniformly
continuous functions from [—7, 0] X Ry to R equipped with the usual compact and open
topology. Then ®(t, D)||_ min{£+7,1},0] xR is pre-compactin BUC,([— min{%ﬁ—f', 1}, 0] x
Ry, R).

Proposition 3.2 Let (H1) hold. Then (2.1) has a positive steady state, located in X< .

Proof Take M € {B, : n € N}. Then there is €y € (0, M) such that f'(x) > 0 for all
x € [0, epr] and f(ep) = min f([epr, M]). Define f : Ry — Ry by

S, u g0, em),

f(em), u€ley,o0).

fu) = [

Then @ (¢, ¥; f) < ®(t,¢; f) < ®(t,¢) forall (t,¢) € Ry x Cy and ¢ € Cyy with
Y < ¢. Choose ¢* € Cy \ {0} with ¢ < M and let g+, T+ defined as in Theorem 3.1
with f replaced by f. Then w(¢*; f) > s(ﬂ*hTW*’oo, and hence w(¢*; f) C XS. Let D =
{p € Ct : w(p™ f) < ¢ < M}. Clearly, D is a closed convex subset in C,, such that
e(p*hT¢*’°° < D C C? and ®(t, D) € D for all t > 0. By applying Lemma 3.3 with f
replaced by f, there exists ¥ > 1 such that IWI < y forall (x, ¢) € [0, %] X w(p*; f).
This, combined with the invariance of w(¢*; f ), implies that ¢ > w(p*; f Yand ¢ < M,
where ¢ (-, x) = yx for all x € [0, %] and ¢(-,x) = M for all x € (%, 00). Thus ¢ € D
and D # (.

Now suppose that T € I £ {% i = 1,2,---}. We claim that there exist a
compact convex subset K7 in Cq and ¥y € Kr such that ®(7,Kr) € Kr and
®(T,¥r) = Yr. Indeed, by Lemma 3.4 and the fact that ®(z, ¢)(0, x) = u‘p(t + 6, x)
for all (¢,6,x) € [0,00) x [—1,0] x R4, we know that ®(T, D)| —min{1,$).01xR, is
pre-compact with the compact and open topology in BUC([— min{1, L}, O] x Ry, R).
Let g(K) £ Co(®(T,K)) for any K < D. Then g(D)|[—min{1,§},0]xR+ is compact
with the compact and open topology in BUC([ min{1, T},0] x R;,R). By applying
Lemma 3.4 repeatedly, we may get that g (D)| min{1, 5L} 0] xR ;. is compact with the com-

pact and open topology in BU C([— min{l, 7}, 0] x R4, R). Choose a positive integer
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ko such that kg > 2 Then K7 2 gF(D) is a compact convex subset in C.,. Let

J={keNU{0}: k < ko and ®(T, g"(D)) € g"(D)} and k* = sup J. Then 0 € J
and k* € [0, ko]. We now prove k* = ko; otherwise k* < ko. Since gk*(D) is a closed
convex subset of C¢,, by the definitions of g and k* we have gk*“(D)) - gk* (D). This
and the definition of g imply ® (7, g*" (D)) € & (T, g* (D)) < g (D), which yields
a contradiction with the definition of k*. So, K7 is a compact convex subset in C, such that
®(T, K1) € K7. Thus, by the Schauder fixed point theorem there is Y7 € Kr such that
ST, Y1) =Yr.

According to Proposition 2.1-(v) and the fact that {7 : T € I} € ®(k, D) for any
positive integer k, we know that {tyr : T € [} is pre-compact in C,,, and thus there
exist ¥ € D and a sequence {7y} in I such that Tlimo Y7, = ¥. Forany t € (0, 00),

k—)

there exist r;y € [0, Tx) and nonnegative integer Ny such that 1 = Ny Ty + rr. Obviously,
lim r, = 0. Hence, forallz > 0, wehave (¢, ) = lim ®(, yp,) = lim ®(ry, ¥7) =
k—o00 k— o0 k— o0

¥, which implies that v is a positive steady state, located in X9 of (2.1), completing the
proof. O

In what follows, we denote by u the positive steady state of (2.1) obtained in Proposition
3.2, and let u% = ||uy||. Now, we introduce some more assumptions on the nonlinear-
ity f, which shall enable us to obtain the asymptotic behavior of positive steady state at
infinity.

(A1) f? has a unique positive fixed point u*.

(A2) Thereis au® > 0such that f(u*) = u*,and | f(b) — f(u™)| < |b —u*| forall b > 0;
and the equality | f (b) — f(u™)| = |b — u™*| holds for some b > 0 if and only if either
b=0orb=u*

(A3) f is continuously differentiable on R and has a unique critical point #¢ and a unique
fixed point u* in (0, co) such that either u¢ > u* or (u¢ < u* and f(f (u)) > u for all
u € [u, u*)).

By the proof of Theorems 3.11 and 3.12 in [33], we easily obtain the following results.
Lemma 3.5 If (A2) or (A3) hold, then (Al) holds.

Proposition 3.3 If one of (AI1)-(A3) holds, then liminf u(x) = limsupu(x) = u™ and
X—>00 X—00
uh < max{f(x):x e[0,uf]}

Proof Letu = limsupu(x),u = hm mf u(x)and I = [u, u]. Then by u > ehT>*> for some
X—>00

gand T € (0, o0) due to Theorem 3.1, we have u > 0 and thus 7 C (0, c0).
Define ¢ = liminf ¢ (x), ¢ = limsup ¢ (x) and P[p](x) = fo dIpx —y)— px+
- X—>00

X—> 00
y)ldy for all x € Ry and ¢ € X, where p : R — R} is a continuous and even function on

R such that fR p(y) = l and p is decreasing on R;. We claim that ¢ < P[¢] < P[¢] < ¢

forall ¢ € X Clearly, ¢ < ¢ and P[¢](x) = [ ¢(x + y)p(»)dy — [~ ¢(y — x)p(y)dy
for all (x, ¢) € Ry x X, . Thus, for any ¢ € X, we have

P[¢] = lim sup P[p](x)

X—> 00
o0 o0
<timsup [ $(x +y)p(y)dy — liminf / 6y — Op(y)dy
X— 00 —x X—=> 00 X
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o0

= lim sup ¢ (x + y)p(y)dy

x—o00 J—x
< ¢.

Similarly, P[¢] > ¢ forallp € X .
Since u4 be the positive steady state of (2.1), we obtain that uy = S@)[uy] +
fot S(t — s)[F(uq4)]ds for any r € R This, together with the above claim, implies that

t
up > SOuy] + / S(t — $)IF (uy)]ds
- 0
t
>e My, +/ e M=) F(u)ds
=7, Zuy)

t
>e Mu, + u/ e M=) £y )ds
Uy ) PACE 2%
= e_”tui—i— (1 — €_Ml)f(l/{+).

Thus,u4 > f(u4),and asimilarargumentyields uy < f(u4). Consequently, I < f(/)and

hence the assumption implies 7 = {u*}. In other word, hm 1nf u(x) =limsupu(x) = u*
X—> 00

Since u4 be the positive steady state of (2.1), we obtaln that uy = S()[us] +
fot S(t — s)[F(ug)]ds for any t € Ry, which together with Lemma 2.1 and the represention
of F, gives u < e "u* 4 (1 —e *)max f([0, u%]) and thus u* < max f([0, u%]). The
proof is completed. O

In the sequel, we define M"+ : C; x Ry — R by

#(0.x)

: x € (0, 00)
M”+((P,X) = [ du(p(((;rx)/du+(x) x=0

Lemma 3.6 Let v € C1 \ {0}. Then M"* |y (y)xR, is a continuous positive function.

Proof Suppose that ¢» € C4+\{0}. Theorem 3.1 and Proposition 2.1 show that {u }Uw () C
cy and 2200 | x=0 > O forall ¢ € {us} U w(y¥). These together with the definition of
M"+ 1mp1y that M"“+(w(¥) x Ry) € (0, 00). Again, the definition of M“+ gives that
M"+ |4,y x (0,00) and M"+ ],y x 0y are continuous functions.
It suffices to prove that for given ¢* € w(y) and given sequence (¢, x,) € w () X
(0, 00), if lim ||g, —¢*|| = lim |x,| = 0,then lim M"*(g,, x,) = M"+(p*, 0). Indeed,
n—oo n—oo n—o00

by Lemma 3.3, we have lim sup |20 90200 _ o 1 follows that
0 xel0,1]

Xn 99 (0,X)
nll>nclo f(v)fn du 8()6 x)dx
fO +8x, dx

Xn 9™ (0,x)
- nlggo f(in 3'4+8()E) X)dx
0 8x, dx

= M"* (9", 0).

lim M"* (¢, x,)
n—00

Consequently, M"* |4, y)xR, is a continuous and positive function. This completes the proof.
O
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To address the attractiveness of u, we further need the following conditions on the
nonlinear function f:

(H2) f(u) < f'(O)u forall u € (0, c0).
(H3) For any closed interval [a, b] # {1} with 0 < a < b < o0, either (i) G((O, uj_] X
la, b)) C (a, 00) or (ii) G((0, u* ] x [a, b]) C (0, b), where G : (0, u* ] x (0, 00) —

(0, 00) is defined by G (k, u) = J‘f(fk?.

Theorem 3.2 Assume that (H1)—(H3) hold. Then (2.1) has a unique positive steady state u
which attracts all solutions of (2.1) with the initial value € C4 \ {0}.

Proof The existence of u is already established in Proposition 3.2, and the uniqueness will
be a consequence of the global attractiveness of 4 in C4 \ {0}. So, we only need to show
that u attracts all solutions of (2.1) with the initial value ¥ € C4 \ {0}.

We claim that if / > 0 and [u, satisfies (2.1), then [ = 1. Otherwise [ # 1. By (H3)
with [a, b] = {I} # {1}, we know that either f(lk) > If (k) for all k € (0, u’]or f(lk) <
Lf (k) for all k € (0, u% ]. This, combined with the monotonicity of K (t, -), yields either
K, fluy)) > K(@,If(uy))) forall t € (0,00) or K(¢, f(luy)) < K(t,1f (uy)) for
all t € (0,00). Since uy and lu, satisfy (2.1), we know that for any t € Ry, uy =
S(#)[u4] +f0t St —s)[F(ug)ldsand luy = SE)[lus]+ fot S(t —s)[F (luy)]ds. Therefore,
f(f St —$)[F(uy)lds = fg S(t—s)[F(luy)lds, and thus, K (¢, If (u4)) = K(¢t, f(luy)) for
all € R4, a contradiction.

Suppose ¢ € C4 \ {0}. By Lemma 3.6 we know that M*+ is continuous and positive in
(¢, %) € 0(¥) x Ry.

Let a* = inf{M"+ (¢, x) : (¢, x) € w(¥) x R4} and b* = sup{M"“+ (¢, x) : (¢, x) €
o (¥) x Ri}. By the choices of a*, b*, Proposition 2.1 and Theorem 3.1 give 0 < a* <
M"+(p,x) < b* < oo for all (¢, x) € w(y¥) x Ry. To prove this theorem, it suffices to
prove that a* = b* = 1. Otherwise, a™ # 1 or b* # 1. If a* = b* # 1, then the invariance
of w(y) implies that a*u, is also a positive steady state of (2.1). By the above claim,
b* = a* = 1,acontradiction. If a* # b*,then0 < a* < b*, and by the assumption (H3) with
la, b] = [a*, b*], we know that either (I) f (ku) > a* f (k) forall (k, u) € (0, u% ] x [a*, b*]
or (I) f(ku) < b* f (k) for all (k, u) € (0, u* ] x [a*, b*].

For (1), there exists ¢ > Osuchthat f(ku) > a* f (k)+¢ forall (k, u) € [%, ul 1x[a*, b*].
Proposition 3.3 shows that there is 77 > 0 such thatu (x) > % forall x > T7. This, together
with () > a*u and the invariance of (), implies that b*u’, > ¢(—1,x) > <= for
all (x, ) € [T}, 00) X w(y) and thus f(@(—1,-)) —a*f(uy) = eh’> forall ¢ € w (V).
Applying Lemma 3.2 with n = 1 and § = %, we obtain that there is 7> > 0 such that
K(s,hT) > %hT forall s, T > T. It follows from (2.1) and the invariance of w (1) that we
know that forall ¢ € w(y) and ¢, T > T3 £ max{T}, T»},

t
u(t, ) —a*uy = SO[u?(0, )] +/ St —$)[F(uf)]ds — a*uy
0

t
= S(O[u? 0, ) —a*uy] +/ S(t —$)[F(uf) —a*F(uy)]ds
0
> K (t, eh")
=eK (1, hT)

> —pt,

B
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Hence the invariance of w () forces that ¢ (0, -) — a*uy > 8hT for all (T, ¢) € [T3, 00) X
o (), which gives M“+ (¢, x) > a* + § £ forall (x, @) € [T3, o0) X w(y). From (2.1), we
have, forall ¢ € w(¥) and ¢ > 1,

t
uf(t, ) — a*uy = S@)[u?(0, )] +/ S(t — $)[F(u?)]ds — a*uy
0

t
= SO)[u?(0,) —a*uy] +/ St —)[Fuf) —a*F(uy)]ds
0

> SO[u? (0. ) — a*uy],

and thus u?(t, -) —a*uy € X5 and M| —o > 0. Again the invariance of ()

forces that (0, ) — a*uy € XS and W| —o0 > Oforall p € a)(l//) This
combined with Lemma 3.6, gives that there is § > 0 such that M+ (¢, x) > a* + § for
all (x, ) € [0, T3] X w(¥). So, the definition of M"+ implies that M“+ (¢, x) > a* +
min{fT, 8} > a* forall (x, ¢) € Ry x w(y). This yields a contradiction to the choices of a*.

For (IT), we are similarly led to a contradiction. Consequently we see that a* = b* = 1

and hence w () = {u4}. This completes the proof. ]

Note that verifying (H3) becomes the key for applying these theorems. The following
lemma shall be very useful for verifying (H3), which is closely related to the requirement for
the map f to generate the dynamics of global convergence to a positive fixed point of f, and
such aresultis crucial in [33,36]. Generally, one cannot obtain u* (1% = [|u||x) explicitly,
therefore it is practically useful to introduce some sufficient conditions, among which is the
following.

(H4) liminf G(k, u; f) = u and WGLT) (1 —w) > 0in (0, £*] x ((0, 00) \ {1}). Here,

F* 2 max{f(x):x €[0,u*]} and G(k, u; f) = ff(f,g )
ByLemma3.1in[38] and Lemma 3.5, we can present some useful and sufficient conditions

for (H3).

Lemma 3.7 If G(f*, -; f) satisfies one of (AI)~(A3) and G(-, -; )| (0, f*1x(0,00) Satisfies
(H4), then (H3) holds.

As a direct corollary of Theorem 3.2 and Lemma 3.7, we have the following,

Theorem 3.3 Suppose that (HI), (H2) and (H4) hold. If G(f*, -; f) satisfies one of (Al),
(A2) and (A3), then uy is a globally attractive positive steady state of (2.1) in C4 \ {0}.

As byproduct, we also obtain the existence and global attractivity of the heterogeneous
steady state for the bistable evolution equationon R. Let Y £ {1y € BUC([—1,0] x R, R) :
Y(,x) = —y¥(-,—x) > O0forall x € Ry}. For given ¢ € Y, we have seen in Sect. 2 that
(2.6) with the initial value vy = i, with g replaced by the odd extension of f has a unique
solution v¥ (¢, x) which exist on R .. Since the semigroup U (¢) is analytic, the solution maps
of (2.6) induce continuous semiflows in Y.

Theorem 3.4 Suppose that (HI)—-(H3) hold. Let uy represent the odd extension of u .. Then
iy is a globally attractive equilibrium of (2.6) in Y with respect to the compact open topology

Proof By the definitions of S(¢), U (¢), F, G, we easily see that W, x) = u¥l=101R (t, x)
for all (¢, x, ¥) € [—1,0] x Ry x Y. Thus Theorem 3.2 gives theorem. This completes the
proof. O
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We conclude this section by pointing out that we shall consider Eq. (2.6) on R” in a
forthcoming paper. In particular, we shall obtain the existence, multiply, shape and attractivity
of heterogeneous steady state for the spatially higher-dimensional case.

4 Examples

In this section, we illustrate the results of Theorems 2.1 and 3.3 by considering two concrete
examples, that is, the non-local diffusive Nicholson’s blowflies equation and the non-local
diffusive Mackey-Glass equation.

Example 4.1 Consider the following diffusive Mackey and Glass equation

- a2 —

o =d¥4 —Su+ 57 e Do (x — ) — Tolx + y)1dy,

w(t,0) =0, t>0, (4.1)
lw(t,00)| <00, teR,,

w(t,x) =@, x), (,x)e[-r0]xR4,

where d, §, p and n are all positive constants.

For this equation, the following lemma verifies the conditions needed for Theorems 2.1
and 3.3.

Lemmad4.1 Let f(u) = % for all u > 0. Then the following statements are true:

u
14+u"
(1) If p <4, then f(u) < u forallu > 0.
(i) If p > &, then the assumptions (H1) and (H4) hold.
(iii) If p > § and n < 2, then the assumption (A2) holds.

n n—1 ngn
v) If p>é8and2 <n < max{2p(;”_(:l)_71),ff5, ﬁ}, then the assumption (A3) holds.

Proof (i)-(ii) are obvious. We only need to prove (iii) and (iv). Let g(u) = G(f*, u) and
h(w) = (1 + (f*)”)l_fun for all u € Ry, where f* = max{f(u) : u € [0,u*]}. Then
gw) =010+ (f*)”)lH;w for all u € R. We easily check that g satisfies (A2) (or (A3))
if and only if % satisfies (A2) (or (A3)). On the other hand, by Lemma 4.2 in [33], & satisfies

(A2) provided that n < 2. Thus, (iii) holds.
Next we shall finish the proof of (iv). Let u, = % and u* = (% — l)nl. Note that
(n—1n
uc, f* are unique critical point and unique fixed point of % in (0, 00).
If2 < n < -2, thenu, > u* and f* = u* < u.. Thus, (A3) holds. If max{2, ﬁ} <

p=8’
p”(n—l)”’l+n"8” % % p(n_l)”,ffll «
n< ZW,then u. > u*and f* = f(uc) = =5 > u" > u.. By Lemma
sk \1 n n—1 nsn
4.4 in [33] and the fact that 2 < n < 215{)) =2L (;;(jj_l),,t'} % we may obtain that h
satisfies (A3). So, statement (iv) holds. This completes the proof. ]

By applying Theorems 2.1 and 3.3, we then obtain the following results for (4.1).

Theorem 4.1 The following statements hold for (4.1).

(1) If p < 4, then the trivial steady state u = 0 attracts all solutions of (4.1) with the initial
value in C4;
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(i) If p > &, then (4.1) has a positive steady state u.. Moreover, if
p pn(n _ l)nfl + nltsn
p=8  p'n—1D! ’

then the positive steady state uy attracts all solutions of (4.1) with the initial functions
in C4+ \ {0}.

n < max

Example 4.2 Consider the diffusive Nicholson’s blowflies equation with the nonlocal
response,

W =dL% —Su+p [ ult — T, y)e  TEI [Ty (x — y) — Tulx + y)1dy,
u(,0) =0, t>0,
lu(t, 00)| < oo, teRy,
u(t,x) =e(t,x), (t,x)el[-r0]xRy,
4.2)
where d, p, T and § are positive constants.
Let f(u) = Sue ™ for all u > 0, we easily see that f(0) = £ and f has a positive
fixed point given by u* = In £ if and only if p > §. The next lemma further summarizes the
properties of f required by Theorems 2.1 and 3.3.

Lemma 4.2 For the above f, the following statements hold:

(1) If§ = p, then f(u) < u forallu > 0.
(i) If p > 6, then f satisfies the assumptions (H1) and (H4).
(iii) If % € (1, 2e], then the assumption (A2) holds.

Proof (1)—(ii) are obvious. To complete the proof of the statement (iii), we define g(u) =
G(f*, u)and h(u) = e/ ue " forallu € Ry, where f* = max{f(u) : u € [0, u*]}. Then
glu) = e "ue= /" for all u € R4. We easily check that g satisfies (A2) if and only if &
satisfies (A2). If £ < e, then f* =In£ and 1 < e/ <e.lfe < £ <2e,then f* = & and
thus 1 < e/” < ¢2. These combined with Lemma 2.3 in [35], & satisfies (A2) provided that
1< g < 2e. Hence, statement (iii) holds. This completes the proof. ]

Applying Theorems 3.1 and 3.3, Lemma 4.2, we then obtain the following results for the
non-local problem (4.2).

Theorem 4.2 The following statements are true:

(1) If p < 4, then the trivial steady state u = 0 of (4.2) attracts all solutions of (4.2) with
the initial value in Cy;

(i) If p > 6, (4.2) has a positive steady state u.. Moreover, if p < 2eé, then the positive
steady state uy attracts all solutions of (4.2) with the initial functions in C4 \ {0}.

As we mentioned in the introduction, Wu-Zhao [28] and Xu-Zhao [29] also obtained some
results about the global dynamics of the Dirichlet problem for some nonlocal equations of
type (4.2) on a typical bounded domain. The main tool in [28] and [29] is the theory of
monotone dynamical systems, and hence, monotonicity (under some non-standard ordering)
and sublinearity on the nonlocal nonlinear terms played a crucial role. In contrast, we assume
an alternative condition (H3) rather than the sublinearity, and our approach is less dependent
on ordering, and hence our main results in this paper are less demanding on monotonicity.
Under the non-monotone condition, So and Yang [22] also obtained the global attractiveness
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of the positive steady state u by dividing the bounded spatial domain according to some
information from the positive steady state and these sub-domains were treated separately,
both in L2 norm and supremum norm. By modifying some of the arguments in Yi and Zou
[35] and [36], more precisely, by combining a dynamical system argument with the maximum
principle as well as some subtle inequalities, Yi et.al [32,38] also established the threshold
dynamics of the Dirichlet problem and thus re-confirmed the existing results for the diffusion
Nicholson’s blowflies equation in [22].

Acknowledgments Research was supported partially by the National Natural Science Foundation of P. R.
China (Grant No. 11171098) and the Hunan Provincial NSF (Grant No. 11JJ1001), and by NSERC of Canada.

Appendix: Derivation of Eq. (1.3)

Consider a species living in the semi-infinite interval Ry = [0, 00). Let W(t, a, x) be the
population density (w.r.t. age a) of the species at time ¢ > 0, age @ > 0 and location x > 0,
and D(a) and d(a) be the diffusion rate and death rate, respectively, at age a. Then by
Metz-Diekmann [19], W (¢, a, x) satisfies the following evolution equation

oW W W
—+ —=D(@@)—= —d@W, t>0, a>0, xe(0,o0). 5.1
ot da ax2

In this paper, we consider the homogeneous Dirichlet boundary condition at x = 0
W(t,a,00=0, (1,a) €RS, (5.2)

which accounts for the scenario that the location x = 0 is hostile to the species. Assume that
the species has a fixed maturation time T > 0. Then, the total mature population is given by

w(t,x) = /OO W(t,a, x)da. (5.3)

By the biological meaning of W (z, a, x), one should have the following conditions with
respect to the age variable a:

W(t, o0, x) =0, 2
[ W, 0,x) =bwxy 0 64
where b is the birth function.
Differentiating (5.3), making use of (5.4), yields
B 92
& Wt t,x) + Dy —dpw, >0, xe(0,00) (5.5)
ot ax2

Here, for simplicity of presentation, we have assumed that the diffusion and death rates for the
mature population are age independent, that is, D(a) = D,, and d(a) = d,, for a € [t, 00).
We need to determine W (z, t, x) in terms of w(t, x). To this end, for any s € Ry, let
VS(t,x) = W(t,t —s,x) for (¢, x) € [s,s + 7] x R4. Then by (5.1), (5.2) and (5.4), we
have

Wt x) = Dt — )25 (1,0) — d(t =)V (t.x), (t.3) € (5,5 + 7] x (0, 00),
Vi@, 0) =0, tels,s+1],
VS(s,x) = b(w(s, x)), x €R,.

(5.6)
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Applying the Fourier sine transform (see, e.g., [11, pp. 471-473]) to (5.6), we have

_ar
Vi(s, ) =c(s,8), & €Ry,
where for all (¢, &) € (s, s + t] x [0, 00),

[ WD Dt — )& +dt — VS, E), (1,8) € (5,5 + 7] x (0, 00), 5.7)

Vit §) = 2/oo Vo(t, x)sin(Ex)dx
T Jo
and
2 [ )
c(s,§) = f/ b(w(s, x))sin(Ex)dx.
T Jo

Solving (5.7) leads to
V3(1.8) = (s, §)e” KPU—NEHa—9Nt .

Hence,
VT E) =6 -c(t — 1, £) - e (5.8)

where ¢ = exp(— for d(s)ds) and o = for D(s)ds. Taking the inverse Fourier sine transform
in (5.8) gives

V7T, x) = /Oo e-clt —1,8) - e sin(x£)de.
0

In order to obtain a concrete formula for V!~ (¢, x), one only needs to follow (almost repeat)
the steps on P477 in [11] for deriving the formula Eq. (10.5.39) (involving an odd extension
of b(w(s, x)) from [0, co) to the whole space (—oo, 00), formulas of Fourier transforms of
Gaussian functions, and the Convolution Theorem), and this will lead to

_r e — )2 +y)2
Vt (t’x) = \/%/0 b(w(t -7, y)) |:exp (—%) — exp (_%)] dy

= 8/0 b(w(t — 7, y)[Ta(x —y) = Talx + y)ldy.

5.9
Note that W(z, T, x) = V'77 (¢, x). Plugging (5.9) into (5.5) gives the PDE in (1.3), where
we have used Dj(a) and dj(a) to denote the diffusion and death rates of the immature
respectively, that is, D; = D|jo,] and d; = d|[0,+].
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