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Abstract. In this paper, we study the existence of traveling wave so-
lutions in lattice differential equations with time delay and global inter-
action
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Following an idea in [10], we are able to relate the the existence of
traveling wavefront to the existence of heteroclinic connecting orbits of
the corresponding ordinary delay differential equations

u
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„

u(t),

Z 0
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«
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1 Introduction

In a recent work [10], Faria et al. considered the existence of traveling wavefront
for the following general class of delayed reaction-diffusion systems with non-local

2010 Mathematics Subject Classification. Primary 34K30, 35B40, 35R10, 58D25; Secondary.
Research partially supported by the National Natural Science Foundation of China (SM),

by Natural Sciences and Engineering Research Council of Canada and by a Premier Research
Excellence Award of Ontario (XZ).

c©2011 American Mathematical Society

1



2 Shiwang Ma and Xingfu Zou

interaction:

∂u(x, t)

∂t
= D∆u(x, t) + F

(

u(x, t),

∫ 0

−r

∫

Ω

dη(θ)dµ(y)g(u(x + y, t+ θ))

)

(1.1)

where x ∈ Rm is the spatial variable, t ≥ 0 is the time variable, u(x, t) ∈ Rn is the
unknown vector function, andD = diag(d1, d2, · · · , dn) with di > 0, i = 1, 2, · · · , n,
∆ =

∑m

i=1 ∂
2/∂x2

i is the the Laplacian operator. They treated the wave profile
equation for (1.1) as a perturbation of the following corresponding ordinary delay
differential equation

u′(t) = F

(

u(t),

∫ 0

−r

dη(θ)µΩg(u(t+ θ))

)

(1.2)

where µΩ =
∫

Ω
dµ. Then by choosing some appropriate Banach space and applying

the perturbation theory to the associated Fredholm operator with some careful es-
timation of the nonlinear perturbation, the authors were able to relate the existence
of traveling wave solution of (1.1) to the existence of heteroclinic connecting orbits
of (1.2).

In this paper, we apply the novel approach used in [10] to tackle the existence
of traveling wavefront for a very general class of lattice differential equations with
time delay and global interaction:

u′n(t) = D
∑

i∈Zq
\{0} J(i)[un−i(t) − un(t)]

+F
(

un(t),
∑

i∈Zq K(i)
∫ 0

−r
dη(θ)g(un−i(t+ θ))

)

,
(1.3)

where n ∈ Zq, q is a positive integer, t ≥ 0, un(t) ∈ RN , D = diag(d1, d2, · · · , dN )

with dj ≥ 0, j = 1, · · · , N , r ≥ 0 and η : [−r, 0] → RN×N is of bounded variation,

F : RN × RN → RN and g : RN → RN are Ck-smooth functions, k ≥ 2. Here,
the first term in (1.3) accounts for diffusion to point n in the the lattice from all
other points, while the second term explains global nonlinear interactions. Sys-
tem (1.3) includes, as special cases, many model systems arising from various fields
among which is population biology where the mobility of the immature individuals
is responsible for the non-locality of the interaction term (see, e.g., [22] and the
references therein). In such a context, the choice of spatially discrete domain cor-
respond to a patch environment in which the species lives. Due to the biological
background, traveling wave solutions to such equations are an important type of
solutions since they explain spatial spread/invasion of the species within the lat-
tice (patch) environment. In recent years, this topic has attracted the attention of
the mathematical community and has resulted in many research papers; see, e.g.,
[11, 12, 13, 14, 15, 22, 24] and the reference therein.

We point out that as far as traveling waves are concerned, a system of lattice
differential equations may demonstrate essentially different behavior from that of
its continuous version (reaction-diffusion system). For example, pinning phenom-
enon may occur in a lattice differential system, while this phenomenon would be
impossible in its spatially continuous version (a reaction diffusion equation); see,
e.g., [11, 13]. Another example is that the direction of the waves play a role in the
existence of traveling wavefront for a system on a lattice with a higher dimension,
but in the case of continuous reaction diffusion equation with a higher spatial di-
mension, the direction has no such impact; see, e.g., [3, 16, 26]. Therefore, one can
not expect that a method that works for (1.2) would automatically work for (1.1).
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This motivates us to see if the ideas used in [10] for (1.1) could be applied to (1.3)
for the existence of traveling wavefront. It turns out that after some non-trivial
and careful explorations on properties of some operators resulted from the wave
equation for (1.1) and the associated ordinary functional differential equation

u′(t) = F

(

u(t),

∫ 0

−r

dη(θ)g(u(t+ θ))

)

, (1.4)

we can also establish a similar result to that in [10], that is, relating the existence
of traveling wavefront of (1.3) to the existence of heteroclinic connecting orbits of
(1.4).

To proceed further, and also from the practical background of (1.3), we assume
throughout the paper that the kernel functions J and K satisfy

∑

i∈Zq
\{0}

J(i) = 1,
∑

i∈Zq
\{0}

|J(i)| · |i| < +∞,

and
∑

i∈Zq

K(i) = 1,
∑

i∈Zq

|K(i)| · |i| < +∞,

where |i| =
∑q

j=1 |ij | for i = (i1, · · · , iq) ∈ Zq.

Let Fu(u, v) and Fv(u, v) denote the partial derivatives of F with respect to

the variables u ∈ RN and v ∈ RN , respectively, and let gu(u) be the derivative of

g with respect to the variable u ∈ RN . Suppose that Eq. (1.4) has two equilibria
Ej , j = 1, 2 (i.e., F (Ei, Ei) = 0, i = 1, 2), and let

Aj = Fu

(

Ej ,

∫ 0

−r

dη(θ)g(Ej)

)

, Bj = Fv

(

Ej ,

∫ 0

−r

dη(θ)g(Ej)

)

.

For a complex number λ, denote

Λj(λ) = det

[

λI −Aj −Bj

∫ 0

−r

dη(θ)gu(Ej)e
λθ

]

.

We assume that the following hypotheses hold:
(H1) E1 is hyperbolic and the unstable manifold at the equilibrium E1 is M -

dimensional with M ≥ 1. In other words, Λ1(iβ) 6= 0 for all β ∈ R and Λ1(λ) = 0
has exactly M roots with positive real parts, where the multiplicities are taken into
account.

(H2) All eigenvalues corresponding to the equilibrium E2 have negative real
parts, that is, sup{ℜλ : Λ2(λ) = 0} < 0.

(H3) Eq. (1.2) has a heteroclinic solution u∗ : R → RN from E1 to E2. Namely,
Eq. (1.2) has a solution u∗(t) defined for all t ∈ R such that

u∗(−∞) := lim
t→−∞

u∗(t) = E1, u∗(+∞) := lim
t→+∞

u∗(t) = E2.

As usual, a traveling wave solution of (1.3) is a solution of the form un(t) =
U(ν · n + ct), where U(·) is called the profile of the wave and c is the wave speed.
If U satisfy

U(−∞) = E1, U(∞) = E2, (1.5)

then the traveling wave solutions is called a wavefront.
We can now formulate our main result as follows, which states that the existence

of traveling wave solutions with large wave speeds for Eq. (1.1) is related to the
existence of heteroclinic orbit of Eq. (1.2) connecting the two equilibria.
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Theorem 1.1. Assume that (H1), (H2) and (H3) hold. Then there exists
c∗ > 0 such that

(i) for each fixed unit vector ν ∈ Rq and c > c∗, Eq. (1.1) has a traveling
wavefront un(t) = U(ν · n+ ct) connecting E1 to E2 (that is, (1.5) holds);

(ii) if restricted to a small neighborhood of the heteroclinic solution u∗ in the

space BC(R,RN ) of bounded continuous functions equipped with the sup-norm, then
for each c > c∗ and ν ∈ Rq, the set of all traveling wave solutions connecting E1 to
E2 in the neighborhood forms a M -dimensional manifold Mν(c);

(iii) Mν(c) is a Ck−1-smooth manifold which is also Ck−1-smooth with respect

to c. More precisely, there is a Ck−1-function h : O× (c∗,+∞) → C(R,RN ), where

O is an open set in RN , such that Mν(c) has the form

Mν(c) = {ψ : ψ = h(z, c), z ∈ O}.

Let ν · n + ct = s ∈ R and un(t) = U(ν · n + ct). Then, by straightforward
substitution, one find that the profile function U(s) satisfies the following associated
wave equation

cU ′(s) = D
∑

i6=0 J(i)[U(s− ν · i) − U(s)]

+F
(

U(s),
∑

iK(i)
∫ 0

−r
dη(θ)g(U(s − ν · i+ cθ))

)

.
(1.6)

Let V (s) = U(cs) and ǫ = 1/c, then (1.3) leads to

V ′(s) = D
∑

i6=0 J(i)[V (s− ǫν · i) − V (s)]

+F
(

V (s),
∑

iK(i)
∫ 0

−r
dη(θ)g(V (s− ǫν · i+ θ))

)

.
(1.7)

Thus, existence of traveling wavefront solutions to (1.3) is equivalent to existence
of solutions to (1.6) or (1.7) with the asymptotically boundary conditions (1.5). In
Section 2, we will further transform (1.7) into some operational equation, and in
Section 3, we will explore the properties of the operators in the equations obtained
in Section 2. After the preparation in Sections 2-3, we give the proof of Theorem
1 in Section 4. Section 5 is devoted to applications of the main theorem to some
cases where the heteroclinic orbits of the corresponding ODE equation (1.4) can be
guaranteed by the connecting orbit theorem for monotone dynamical systems.

2 Operational equations for profile of traveling waves

We denote by C = C(R,RN ) the space of continuous and bounded functions

from R to RN equipped with the standard sup norm: ‖ψ‖C = sup{|ψ(t)| : t ∈ R},
where | · | is the Euclid norm in RN .

Using the idea in [10], we relate (1.4) to an equivalent operational equation
in a suitable Banach space. For this purpose, we further transform Eq. (1.4) by
introducing the variable w(s) = V (s) − u∗(s) for s ∈ R. Then we obtain the
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equation for w as follows

w′(s) = V ′(s) − u′∗(s)

= D
∑

i6=0 J(i)[V (s− ǫν · i) − V (s)]

+ F (V (s),
∑

iK(i)
∫ 0

−r dη(θ)g(V (s− ǫν · i+ θ)))

− F (u∗(s),
∫ 0

−r dη(θ)g(u∗(s+ θ)))

= D
∑

i6=0 J(i)[[w + u∗](s− ǫν · i) − [w + u∗](s)]

+ F ([w + u∗](s),
∑

iK(i)
∫ 0

−r dη(θ)g([w + u∗](s− ǫν · i+ θ)))

− F (u∗(s),
∫ 0

−r
dη(θ)g(u∗(s+ θ)))

= L0w(s) + Jǫw(s) +G(ǫ, s, w) + Jǫu∗(s),
(2.1)

where [w + u∗](s) = w(s) + u∗(s) for s ∈ R, and the linear operators L0 : C → C
and Jǫ : C → C are defined by

L0ψ(s) = A(s)ψ(s) +B(s)

∫ 0

−r

dη(θ)gu(u∗(s+ θ))ψ(s+ θ), (2.2)

with

A(s) = Fu(u∗(s),

∫ 0

−r

dη(θ)g(u∗(s+ θ))), (2.3)

B(s) = Fv(u∗(s),

∫ 0

−r

dη(θ)g(u∗(s+ θ))), (2.4)

and

Jǫψ(s) = D
∑

i6=0

J(i)[ψ(s− ǫν · i) − ψ(s)], (2.5)

respectively, and the nonlinear operator G(ǫ, ·, ·) : C → C is defined by

G(ǫ, s, ψ) = F (ψ(s) + u∗(s),
∑

iK(i)
∫ 0

−r
dη(θ)g([ψ + u∗](s− ǫν · i+ θ)))

−F (u∗(s),
∫ 0

−r dη(θ)g(u∗(s+ θ))) − L0ψ(s).

(2.6)
Next we further transform Eq. (2.1) into an integral equation as follows. We

first rewrite (2.1) as

w′(s) + w(s) = w(s) + L0w(s) + Jǫw(s) +G(ǫ, s, w) + Jǫu∗(s). (2.7)

Clearly, w : R → RN is a bounded solution of (2.7) if and only if it is a bounded
solution of the integral equation

w(s) =

∫ s

−∞

e−(s−t){[Id+ L0]w(t) + Jǫw(t) +G(ǫ, t, w) + Jǫu∗(t)}dt.

Therefore, w is a bounded solution of (2.7) if and only if it solves the operational
equation

Lw = G(·, w, ǫ), (2.8)

where the linear operator L : C → C is defined by

Lw(s) = w(s) −
∫ s

−∞

e−(s−t)[Id+ L0]w(t)dt, (2.9)
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and the nonlinear operator G(·, ·, ǫ) : C → C is defined by

G(s, w, ǫ) =

∫ s

−∞

e−(s−t)[Jǫw(t) +G(ǫ, t, w) + Jǫu∗(t)]dt. (2.10)

3 Properties of the operators L and G
Let C1(R,RN ) = {ψ ∈ C : ψ′ ∈ C} be the Banach space equipped with the

standard norm ‖ψ‖C1 = ‖ψ‖C + ‖ψ′‖C . Let C0 = {ψ ∈ C : limt→±∞ ψ(t) = 0}
and C1

0 = {ψ ∈ C0 : ψ′ ∈ C0} equipped with the same norms as C and C1,
respectively.

If restricted to the subspace C0, we then have L : C0 → C0. Let N (L) and
R(L) denote the kernel and the range of the operator L, then we have the following
result.

Proposition 3.1. dimN (L) = M and R(L) = C0.

For a proof of the Proposition 3.1, we refer the reader to the recent paper due
to Faria et al. [10].

In order to complete the proof of Theorem 1.1, we need further information
about the behavior of the nonlinear operator G(·, w, ǫ) when ǫ ≥ 0 is small and w is
near the origin. To simplify the presentation, for any ǫ ≥ 0, we let R(ǫ, ·) : C → C
be defined by

R(ǫ, ψ)(s) =
∑

i

K(i)

∫ 0

−r

dη(θ)g(ψ(s − ǫν · i+ θ)), (3.1)

and let the linear operator Lǫ : C0 → C be defined by

Lǫψ(s) = Aǫ(s)ψ(s) +Bǫ(s)
∑

i

K(i)

∫ 0

−r

dη(θ)gu(u∗(s− ǫν · i+ θ))ψ(s− ǫν · i+ θ),

(3.2)
with

Aǫ(s) = Fu(u∗(s), R(ǫ, u∗)(s)), (3.3)

Bǫ(s) = Fv(u∗(s), R(ǫ, u∗)(s)). (3.4)

Then

G(ǫ, s, ψ) = F (ψ(s) + u∗(s), R(ǫ, ψ + u∗)(s)) − F (u∗(s), R(0, u∗)(s)) − L0ψ(s)
= [Lǫ − L0]ψ(s) +G1(ǫ, s, ψ) +G2(ǫ, s),

(3.5)
where

G1(ǫ, s, ψ) = F (ψ(s)+u∗(s), R(ǫ, ψ+u∗)(s))−F (u∗(s), R(ǫ, u∗)(s))−Lǫψ(s), (3.6)

and

G2(ǫ, s) = F (u∗(s), R(ǫ, u∗)(s)) − F (u∗(s), R(0, u∗)(s)). (3.7)

Therefore, we can express G as

G(s, ψ, ǫ) = Jǫψ(s) + Lǫψ(s) + G1(s, ψ, ǫ) + G2(s, ǫ) + Jǫu∗(s), (3.8)

where

Jǫψ(s) =

∫ s

−∞

e−(s−t)Jǫψ(t)dt,

Lǫψ(s) =

∫ s

−∞

e−(s−t)[Lǫ − L0]ψ(t)dt,
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G1(s, ψ, ǫ) =

∫ s

−∞

e−(s−t)G1(ǫ, t, ψ)dt,

and

G2(s, ǫ) =

∫ s

−∞

e−(s−t)G2(ǫ, t)dt.

Lemma 3.2. Let {fj(x)}, j ∈ Zq, x ∈ R, be a sequence of functions such
that

∑

j fj(x) exits for any x ∈ R and fj(x) → f̄j as x → x0 ∈ {R,−∞,+∞} for

all j ∈ Zq. If there exists a summable sequence {gj} such that |fj(x)| ≤ gj for all
j ∈ Zq and x ∈ R, then

∑

j

fj(x) →
∑

j

f̄j , as x→ x0.

The proof of Lemma 3.2 is similar to that of the Lebesgue’ dominated convergence
theorem and is omitted.

Proposition 3.3. For each ǫ ≥ 0 and ψ ∈ C0, G(·, ψ, ǫ) ∈ C0. In other words,
G(·, C0, ǫ) ⊆ C0 for each ǫ ≥ 0.

Proof At first, we note that for each ǫ ≥ 0 and each ϕ ∈ C, if lims→±∞ ϕ(s) =
ϕ(±∞) exist, then it follows from Lemma 3.2 that

lim
s→±∞

Jǫϕ(s) = lim
s→±∞

D
∑

i6=0

J(i)[ϕ(s − ǫν · i) − ϕ(s)] = 0.

Therefore, we have

lim
s→±∞

Jǫu∗(s) = lim
s→±∞

Jǫu∗(s) = 0, (3.9)

and
lim

s→±∞
Jǫψ(s) = lim

s→±∞
Jǫψ(s) = 0, (3.10)

for all ǫ ≥ 0 and ψ ∈ C0.
In a similar way, let ϕ ∈ C be such that lims→±∞ ϕ(s) = ϕ(±∞) exist, then it

follows from Lemma 3.2 that

lim
s→±∞

R(ǫ, ϕ)(s) = lim
s→±∞

∑

i

K(i)

∫ 0

−r

dη(θ)g(ϕ(s−ǫν·i+θ)) =

∫ 0

−r

dη(θ)g(ϕ(±∞)),

(3.11)
for all ǫ ≥ 0. Therefore, we have

lim
s→−∞

Aǫ(s) = Fu(E1,

∫ 0

−r

dη(θ)g(E1)), lim
s→+∞

Aǫ(s) = Fu(E2,

∫ 0

−r

dη(θ)g(E2)),

and

lim
s→−∞

Bǫ(s) = Fv(E1,

∫ 0

−r

dη(θ)g(E1)), lim
s→+∞

Bǫ(s) = Fv(E2,

∫ 0

−r

dη(θ)g(E2)).

Hence, it follows from Lemma 3.2 that for each ǫ ≥ 0 and ψ ∈ C0,

lim
s→±∞

Lǫψ(s) = 0, (3.12)

and hence

lims→±∞G1(ǫ, s, ψ)
= lims→±∞[F (ψ(s) + u∗(s), R(ǫ, ψ + u∗)(s)) − F (u∗(s), R(ǫ, u∗)(s))]

− lims→±∞ Lǫψ(s)
= 0.

(3.13)
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Notice that for each ǫ ≥ 0,

lim
s→±∞

G2(ǫ, s) = lim
s→±∞

[F (u∗(s), R(ǫ, u∗)(s)) − F (u∗(s), R(0, u∗)(s))] = 0, (3.14)

it follows from (3.9)-(3.10) and (3.12)-(3.14) that for each ǫ ≥ 0 and ψ ∈ C0,

lims→±∞ G(s, ψ, ǫ)
= lims→±∞ Jǫψ(s) + lims→±∞ Lǫψ(s)

+ lims→±∞ G1(s, ψ, ǫ) + lims→±∞ G2(s, ǫ) + lims→±∞ Jǫu∗(s)
= lims→±∞ Jǫψ(s) + lims→±∞[Lǫ − L0]ψ(s)

+ lims→±∞G1(ǫ, s, ψ) + lims→±∞G2(ǫ, s) + lims→±∞ Jǫu∗(s)
= 0.

This completes the proof.

Proposition 3.4. For each ǫ ≥ 0, ‖Jǫψ‖C0 ≤ 2ǫ‖D‖∑

i6=0 |J(i)| · |i| · ‖ψ‖C0

for ψ ∈ C0 and ‖Jǫu∗‖C0 ≤ 2ǫ‖D‖∑

i6=0 |J(i)| · |i| · ‖u∗‖C.

Proof If ψ ∈ C1
0 , by exchanging the order of integration and integration by

parts, we get

Jǫψ(s) =
∫ s

−∞
e−(s−t)Jǫψ(t)dt

=
∫ s

−∞
e−(s−t){D∑

i6=0 J(i)[ψ(t − ǫν · i) − ψ(t)]}dt
= −

∫ s

−∞ e−(s−t){D∑

i6=0 J(i)
∫ 1

0 ψ
′(t− τǫν · i)ǫν · idτ}dt

= −ǫD∑

i6=0 J(i)ν · i
∫ 1

0

∫ s

−∞ e−(s−t)ψ′(t− τǫν · i)dtdτ
= −ǫD∑

i6=0 J(i)ν · i
∫ 1

0
[ψ(s− τǫν · i) −

∫ s

−∞
e−(s−t)ψ(t− τǫν · i)dt]dτ,

which yields

‖Jǫψ‖C0 ≤ 2ǫ‖D‖
∑

i6=0

|J(i)| · |i| · ‖ψ‖C0. (3.15)

Since Jǫ : C0 → C0 is a bounded linear operator and C1
0 is dense in C0, the last

inequality holds for all ψ ∈ C0. This completes the proof.

Proposition 3.5. There exists M0 > 0 such that for all ǫ ≥ 0 and ψ ∈ C0,

‖Lǫψ‖C0 ≤ ǫM0‖ψ‖C0 .

Proof We first note that

[Lǫ − L0]ψ(s)
= [Aǫ(s) −A(s)]ψ(s)

+ [Bǫ(s) −B(s)]
∑

iK(i)
∫ 0

−r dη(θ)gu(u∗(s− ǫν · i+ θ))ψ(s− ǫν · i+ θ)

+B(s)
∑

iK(i)
∫ 0

−r
dη(θ)[gu(u∗(s− ǫν · i+ θ)) − gu(u∗(s+ θ))]

× ψ(s− ǫν · i+ θ)

+B(s)
∑

iK(i)
∫ 0

−r
dη(θ)gu(u∗(s+ θ))[ψ(s− ǫν · i+ θ) − ψ(s+ θ)],

where

Aǫ(s) −A(s)
= Fu(u∗(s), R(ǫ, u∗)(s)) − Fu(u∗(s), R(0, u∗)(s))

=
∫ 1

0 Fuv(u∗(s), R(0, u∗)(s)
+ τ [R(ǫ, u∗)(s) −R(0, u∗)(s)])dτ · [R(ǫ, u∗)(s) −R(0, u∗)(s)],
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and

Bǫ(s) −B(s)
= Fv(u∗(s), R(ǫ, u∗)(s)) − Fv(u∗(s), R(0, u∗)(s))

=
∫ 1

0 Fvv(u∗(s), R(0, u∗)(s)
+ τ [R(ǫ, u∗)(s) −R(0, u∗)(s)])dτ · [R(ǫ, u∗)(s) −R(0, u∗)(s)].

Since

R(ǫ, ψ)(s) −R(0, ψ)(s)

=
∑

iK(i)
∫ 0

−r
dη(θ)[g(ψ(s − ǫν · i+ θ)) − g(ψ(s+ θ))]

= −∑

iK(i)
∫ 0

−r dη(θ)
∫ 1

0 gu(ψ(s− τǫν · i+ θ))ψ′(s− τǫν · i+ θ)ǫν · idτ,
we have

‖R(ǫ, u∗) −R(0, u∗)‖C0 ≤ ǫ
∑

i

|K(i)| · |i|‖η‖‖gu‖‖u′∗‖C0 , (3.16)

where ‖η‖ =
∨

[−r,0] η and ‖gu‖ = max{‖gu(u∗(s))‖ : s ∈ R}.
Since F is C2-smooth, there exist ǫ0 > 0 and M > 0 such that for all s ∈ R

and ǫ ∈ [0, ǫ0],
∥

∥

∥

∥

∫ 1

0

Fuv(u∗(s), R(0, u∗)(s) + τ [R(ǫ, u∗)(s) −R(0, u∗)(s)])dτ

∥

∥

∥

∥

≤M, (3.17)

and
∥

∥

∥

∥

∫ 1

0

Fvv(u∗(s), R(0, u∗)(s) + τ [R(ǫ, u∗)(s) −R(0, u∗)(s)])dτ

∥

∥

∥

∥

≤M. (3.18)

Therefore, we have

‖Aǫ(s) −A(s)‖ ≤ ǫM
∑

i

|K(i)| · |i|‖η‖‖gu‖‖u′∗‖C0 ,

and
‖Bǫ(s) −B(s)‖ ≤ ǫM

∑

i

|K(i)| · |i|‖η‖‖gu‖‖u′∗‖C0 .

Therefore, it follows that for all s ∈ R and ψ ∈ C0,
∥

∥

∥

∥

∫ s

−∞

e−(s−t)[Aǫ(t) −A(t)]ψ(t)dt

∥

∥

∥

∥

≤ ǫM1‖ψ‖C0 , (3.19)

and
∥

∥

∫ s

−∞
e−(s−t)[Bǫ(t) −B(t)]

∑

iK(i)
∫ 0

−r
dη(θ)gu(u∗(t− ǫν · i+ θ))

× ψ(t− ǫν · i+ θ)dt
∥

∥ ≤ ǫM2‖ψ‖C0,
(3.20)

where

M1 = M‖η‖‖gu‖‖u′∗‖C0

∑

i

|K(i)| · |i|,

M2 = M‖η‖2‖gu‖2‖u′∗‖C0

∑

i

|K(i)||i| ·
∑

i

|K(i)|.

Since

gu(u∗(s− ǫν · i)) − gu(u∗(s)) = −ǫν · i
∫ 1

0

guu(u∗(s− τǫν · i))u′∗(s− τǫν · i)dτ,

we have
‖gu(u∗(s− ǫν · i)) − gu(s)‖ ≤ ǫ|i|‖guu‖‖u′∗‖C0,
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where ‖guu‖ = max{‖guu(u∗(s))‖ : s ∈ R}. Therefore, for all s ∈ R and ψ ∈ C0,
we have

∥

∥

∥

∫ s

−∞
e−(s−t)B(t)

∑

iK(i)
∫ 0

−r
dη(θ)[gu(u∗(t− ǫν · i+ θ))

−gu(u∗(t+ θ))]ψ(t− ǫν · i+ θ)dt‖
≤ ǫM3‖ψ‖C0 ,

(3.21)

where

M3 = sup
t∈R

‖B(t)‖‖η‖‖guu‖‖u′∗‖C0

∑

i

|K(i)| · |i|.

If ψ ∈ C1
0 , by exchanging the order of integration and integration by parts, we

have
∫ s

−∞ e−(s−t)B(t)
∑

iK(i)
∫ 0

−r dη(θ)gu(u∗(t+ θ))[ψ(t − ǫν · i+ θ) − ψ(t+ θ)]dt

=
∫ s

−∞ e−(s−t)B(t)
∑

iK(i)
∫ 0

−r dη(θ)gu(u∗(t+ θ))

×
∫ 1

0
ψ′(t− τǫν · i+ θ)(−ǫν · i)dτdt

= −ǫ
∫ 1

0

∫ s

−∞ e−(s−t)B(t)
∑

iK(i)(ν · i)
∫ 0

−r dη(θ)gu(u∗(t+ θ))

×ψ′(t− τǫν · i+ θ)dtdτ

= −ǫ
∫ 1

0

{

B(s)
∑

iK(i)(ν · i)
∫ 0

−r dη(θ)gu(u∗(s+ θ))ψ(s − τǫν · i+ θ)

−
∫ s

−∞ e−(s−t)(B(t) +B′(t)
∑

iK(i)(ν · i)
∫ 0

−r dη(θ)gu(u∗(t+ θ))

×ψ(t− τǫν · i+ θ)dt

−
∫ s

−∞ e−(s−t)B(t)
∑

iK(i)(ν · i)
∫ 0

−r dη(θ)guu(u∗(t+ θ))u′∗(t+ θ)

×ψ(t− τǫν · i+ θ)
}

dτ,

Therefore, we have that for all s ∈ R,
∥

∥

∥

∫ s

−∞ e−(s−t)B(t)
∑

iK(i)
∫ 0

−r dη(θ)gu(u∗(t+ θ))[ψ(t − ǫν · i+ θ) − ψ(t+ θ)]dt
∥

∥

∥

≤ ǫM4‖ψ‖C0,
(3.22)

where

M4 = sup
t∈R

(‖B(t)‖ + ‖B′(t)‖)(2‖gu‖ + ‖guu‖‖u′∗‖C0)‖η‖
∑

i

|K(i)| · |i|.

Thus, for ǫ ∈ [0, ǫ0] and ψ ∈ C1
0 ,

‖Lǫψ‖C0 = sup
s∈R

∥

∥

∥

∥

∫ s

−∞

e−(s−t)[Lǫ − L0]ψ(t)dt

∥

∥

∥

∥

≤ ǫM0‖ψ‖C0, M0 =

4
∑

j=1

Mj .

(3.23)
Since Lǫ : C0 → C0 is a bounded linear operator and C1

0 is dense in C0, the
inequality (3.23) holds for all ψ ∈ C0. This completes the proof.
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Proposition 3.6. G1(·, 0, ǫ) = 0 and for each δ > 0, there is a σ > 0 such that

‖G1(ǫ, ·, φ) − G1(ǫ, ·, ψ)‖C0 ≤ δ‖φ− ψ‖C0

for all ǫ ∈ [0, 1] and all φ, ψ ∈ B(σ), where B(σ) is the ball in C0 with radius σ and
center at the origin.

Proof From the definition of G1(ǫ, ·, ψ), it is obvious that G1
ψ(ǫ, ·, ψ) and

G1
ψψ(ǫ, ·, ψ) are continuous for ǫ ∈ [0, 1] and for ψ in a neighborhood of the ori-

gin in C0. Moreover, we have G1
ψ(ǫ, ·, 0) = 0 for all ǫ ∈ [0, 1]. It therefore follows

that

‖G1(ǫ, ·, ψ)‖C0 = O(‖ψ‖2
C0

), as ‖ψ‖C0 → 0 (3.24)

uniformly for ǫ ∈ [0, 1], and the Proposition 3.6 follows from (3.24) and the definition
of G1(ǫ, ·, ·).

Proposition 3.7. ‖G2(ǫ, ·)‖C0 = O(ǫ) as ǫ→ 0.

Proof Note that

F (u∗(s), R(ǫ, u∗)(s)) − F (u∗(s), R(0, u∗)(s))

=
∫ 1

0
Fv(u∗(t), R(0, u∗)(t) + τ [R(ǫ, u∗)(t) −R(0, u∗)(t)])dτ

×[R(ǫ, u∗)(t) −R(0, u∗)(t)].

Since

‖R(ǫ, u∗) −R(0, u∗)‖C0 ≤ ǫ
∑

i

|K(i)| · |i|‖η‖‖gu‖‖u′∗‖C0 ,

and there exist ǫ0 > 0 and M > 0 such that for all s ∈ R and ǫ ∈ [0, ǫ0],

∥

∥

∥

∥

∫ 1

0

Fv(u∗(s), R(0, u∗)(s) + τ [R(ǫ, u∗)(s) −R(0, u∗)(s)])dτ

∥

∥

∥

∥

≤M,

where ‖η‖ =
∨

[−r,0] η and ‖gu‖ = max{‖gu(u∗(s))‖ : s ∈ R}. Therefore, we have

‖G2(ǫ, ·)‖C0 = ‖F (u∗(·), R(ǫ, u∗)(·))−F (u∗(·), R(0, u∗)(·))‖C0 = O(ǫ), as ǫ→ 0.
(3.25)

Thus, the proposition 3.7 follows from (3.25) and the definition of G2(ǫ, ·), and the
proof is completed.

By Proposition 3.1, there exist functions υ1, · · · , υM ∈ C0 which give a basis
of N (L). Hence, there exist linear functionals h1, · · · , hM : C0 → R such that

hj(υj) = 1, hj(υi) = 0, i 6= j, i, j = 1, · · · ,M.

Let X = {φ ∈ C0 : hj(φ) = 0, j = 1, · · · ,M}. Clearly X ⊂ C0 is a Banach space
and

C0 = X ⊕N (L). (3.26)

Moreover, if we let S = L|X be the restriction of L on X , then S : X → C0 is
one-to-one and onto, since R(L) = C0 by Proposition 3.1. Therefore, S has an
inverse S−1 : C0 → X which is a bounded linear operator.
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4 Proof of the main theorem

We shall complete the proof of our main theorem 1.1 in this section. The proof
is similar to that of the main result in [10] and for the reader’s convenience, we
present the details here.

Proof of Theorem 1.1. Firstly, by Proposition 3.1, there exist functions
υ1, · · · , υM ∈ C0 which give a basis of N (L). Hence, there exist linear functionals
h1, · · · , hM : C0 → R such that

hj(υj) = 1, hj(υi) = 0, i 6= j, i, j = 1, · · · ,M.

Let X = {φ ∈ C0 : hj(φ) = 0, j = 1, · · · ,M}. Clearly X ⊂ C0 is a Banach space
and

C0 = X ⊕N (L). (4.1)

Moreover, if we let S = L|X be the restriction of L on X , then S : X → C0 is
one-to-one and onto, since R(L) = C0 by Proposition 3.1. Therefore, S has an
inverse S−1 : C0 → X which is a bounded linear operator.

For each ψ ∈ C0, there exist unique ξ ∈ N (L) and φ ∈ X such that ψ = φ+ ξ.
Hence, ψ is a solution of (2.8) if and only if

Lφ = G(·, φ + ξ, ǫ), (4.2)

or equivalently, if and only if φ is a solution of the equation

φ = S−1G(·, φ+ ξ, ǫ). (4.3)

It follows from Propositions 3.3-3.7 that there exist σ > 0, ǫ∗ > 0 and ρ ∈ (0, 1)

such that for all ǫ ∈ (0, ǫ∗] and ψ, ϕ ∈ B(σ) ⊂ C0,

‖G(·, ψ, ǫ)‖C0 ≤ 1

3‖S−1‖ (‖ψ‖C0 + σ), (4.4)

and

‖G(·, ψ, ǫ) − G(·, ϕ, ǫ)‖C0 ≤ ρ

‖S−1‖‖ψ − ϕ‖C0 . (4.5)

For each fixed ξ ∈ N (L) ∩B(σ), (4.4) implies that

‖S−1G(·, φ+ξ, ǫ)‖C0 ≤ 1

3
(‖φ+ξ‖C0+σ) ≤ σ, for ǫ ∈ (0, ǫ∗], φ ∈ X∩B(σ). (4.5)

Therefore, from (4.5) and (4.6), we conclude that the mapping

F : (X ∩B(σ)) × (N (L) ∩B(σ)) × (0, ǫ∗) → X ×B(σ)

given by

F(φ, ξ, ǫ) = S−1G(·, φ + ξ, ǫ)

is a uniform contraction mapping of φ ∈ X ∩ B(σ). Hence, for each (ξ, ǫ) ∈
(N (L) ∩ B(σ)) × (0, ǫ∗), there is a unique fixed point φ(ξ, ǫ) ∈ X ∩ B(σ) of the

mapping F(·, ξ, ǫ). In other words, φ(ξ, ǫ) is the unique solution in X ∩B(σ) of Eq.
(4.3). Thus, for ǫ ∈ (0, ǫ∗) fixed, ψ(ξ, ǫ) = φ(ξ, ǫ) + ξ is a solution of (2.8). Notice

that N (L)∩B(σ) is M -dimensional. It follows that for each ǫ ∈ (0, ǫ∗) and for each
unit vector ν ∈ Rq, the set

Γν(ǫ) = {ψ(ξ, ǫ) : ξ ∈ N (L) ∩B(σ)}
is an M -dimensional manifold. This proves that claims (i) and (ii) in the statement
of the theorem.
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To prove (iii), we first note that if F, g are Ck (k ≥ 2), then G(·, ψ, ǫ) is contin-
uous on (ψ, ǫ) and Ck−1-smooth with respect to ψ. Hence, F(φ, ξ, ǫ) is continuous
on (φ, ψ, ǫ) and Ck−1-smooth with respect to φ and ξ. The uniform contraction
mapping principle (see Chow and Hale [7]) implies that the fixed point φ(ξ, ǫ) is
a continuous mapping on (ξ, ǫ) and Ck−1-smooth with respect to ξ. Therefore, in
addition we conclude that for each ǫ ∈ (0, ǫ∗) and for each unit vector ν ∈ Rq, Γν(ǫ)
is a Ck−1-manifold. It is locally given as the graph of a Ck−1-mapping that is also
continuous with respect to ǫ.

Let c = 1/ǫ with ǫ ∈ (0, ǫ∗) and

Mν(c) = {U : U(s) = ψξ(s/c) + u∗(s/c), s ∈ R, ψξ ∈ Γν(1/c)}.
Then Mν(c) is an M -dimensional manifold in a neighborhood of u∗ consisting of
traveling wave solutions of Eq. (1.1) with wave speed c and direction ν. Moreover,
for each c > c∗ := 1/ǫ∗ and for each unit vector ν ∈ Rq, Mν(c) is a Ck−1-manifold
that is given by the graph of a Ck−1-mapping that is continuous on c.

Recall that F and g are assumed to be Ck-smooth. It remains to prove that
the above fixed point φ(ξ, ǫ) is also Ck−1-smooth with respect to ǫ. We will achieve
this in several steps.

Assume the functions F and g are Ck(k ≥ 2). For p ∈ N, define Cp0 := {φ ∈
C0 : φ is Cp − smooth}.

Claim 1. From the definition of L0 in (2.2), it is clear that L0 : C0 → C0 is
linear bounded and that L0(C

p
0 ) ⊂ Cp0 , for 0 ≤ p ≤ k − 1.

Claim 2. From the definition of L in (2.9), L : C0 → C0 is linear bounded and
L(Cp0 ) ⊂ Cp0 , for 0 ≤ p ≤ k.

Claim 3. From the definition of G in (2.10), we have G(·, Cp−1
0 , ǫ) ⊂ Cp0 for

ǫ > 0 and p = 1, 2, · · · , k, where C0
0 = C0.

Claim 4. N (L) ⊂ Ck.
In fact, by definition, φ ∈ C0 and Lφ = 0 if and only if

φ(s) =

∫ s

−∞

e−(s−t)[φ(t) + L0φ(t)]dt, s ∈ R.

Hence, φ is continuously differentiable. By differentiating the last equation, we find
that Lφ = 0 if and only if φ′(s) = L0φ(s), s ∈ R. Therefore, N (L) = {φ ∈ C1 :
φ′(t) = L0φ(t), t ∈ R}. From Claim 1, by induction we conclude that N (L) ⊂ Ck0 .

Claim 5. For each (ξ, ǫ) ∈ (N (L)∩B(σ))×(0, ǫ∗), the fixed point φ∗ := φ(ξ, ǫ) ∈
C1

0 .

To prove this claim, we fix (ξ, ǫ) ∈ (N (L) ∩ B(σ)) × (0, ǫ∗), and define ψ∗ =
φ∗ + ξ. From φ∗ = F(φ∗, ξ, ǫ), we obtain Lψ∗ = G(·, ψ∗, ǫ), or equivalently,

ψ∗(s) = G(s, ψ∗, ǫ) +

∫ s

−∞

e−(s−t)[ψ∗(t) + L0ψ
∗(t)]dt, s ∈ R.

Hence, ψ∗ ∈ C1
0 . From Claim 4, we conclude that φ∗ ∈ C1

0 .
Claim 6. The fixed point φ∗ = φ(ξ, ǫ) is C1-smooth with respect to ǫ.

Consider F restricted to φ ∈ X ∩B(σ)∩C1
0 , more precisely, using Claim 2 and

Claim 3, we consider

F1 : (X ∩B(σ) ∩C1
0 ) × (N (L) ∩B(σ)) × (0, ǫ∗) → X ∩B(σ) ∩ C1

0 ,

F1(φ, ξ, ǫ) = F(φ, ξ, ǫ).
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Notice that F1 is a uniform contraction of φ ∈ X ∩B(σ)∩C1
0 for the norm ‖ · ‖C0 ,

and that F1 is a C1-mapping on (φ, ξ, ǫ). In fact, for ψ(s) = φ(s)+ ξ(s) C1-smooth
on s, from the definition of G in (2.10), we conclude that ∂G

∂ǫ
(s, ψ, ǫ) exists and is

continuous. In Claim 5, we have proved that there exits a fixed point φ∗ = φ(ξ, ǫ)
of F1. By repeating the arguments used to prove the differentiability of the fixed
point in the uniform contraction principle (see Chow and Hale [7]), we conclude
that φ(ξ, ǫ) is a C1-smooth mapping on (ξ, ǫ).

Claim 7. The fixed point φ∗ = φ(ξ, ǫ) is Ck−1-smooth with respect to ǫ.
As in Claim 5, by induction, we prove that φ(ξ, ǫ) ∈ Cp0 , p = 1, 2, · · · , k. By

using Claim 2 and Claim 3, we consider

Fp : (X ∩B(σ) ∩ Cp0 ) × (N (L) ∩B(σ)) × (0, ǫ∗) → X ∩B(σ) ∩ Cp0 ,
Fp(φ, ξ, ǫ) = F(φ, ξ, ǫ), p = 2, · · · , k − 1.

As in the proof of the uniform contraction principle, by an inductive argument we
conclude that φ∗ = φ(ξ, ǫ) is Ck−1-smooth with respect to ǫ.

5. Applications

Among the conditions for Theorem 1.1, (H1) and (H2) are verified by analyzing
the characteristic equations of (1.2) at E1 and E2. To verify (H3), the connecting
orbit theorem in monotone dynamical system theory is useful, which is stated below.
See, e.g., Wu et al. [23], Dance and Hess [9] and Smith [17, 18] and the reference
therein.

Let X be an ordered Banach space with a closed cone K. For u, v ∈ X , we
write u ≥ v if u− v ∈ K, and u > v if u ≥ v but u 6= v.

Lemma 5.1. Let U be a subset of X and Φ : [0,+∞) × U → U be a semiflow
such that

(i) Φ is strictly order-preserving, i.e., Φ(t, u) > Φ(t, v) for t ≥ 0 and for all
u, v ∈ U with u > v;

(ii) for some t0 > 0, Φ(t0, ·) : U → U is set-condensing with respect to a
measure of non-compactness.

Suppose u2 > u1 are two equilibria of Φ and assume [u1, u2] := {u : u2 ≥ u ≥
u1} contains no other equilibria. Then there exists a full orbit connecting u1 and u2.
Namely, there is a continuous function φ : R → U such that Φ(t, φ(s)) = φ(t + s)
for all t ≥ 0 and all s ∈ R, either (a): φ(t) → u1 as t → +∞ and φ(t) → u2 as
t→ −∞; or (b): φ(t) → u1 as t → −∞ and φ(t) → u2 as t→ +∞.

Returning to the system (1.2), we use the standard phase space for (1.2). In

this section, C will denote the Banach space C([−r, 0];RN ) of continuous RN -
valued functions on [−r, 0] with the usual supremum norm. Under the smoothness
condition on F and g, the system (1.2) generates a (local) semiflow on C given by

Φ(t, φ) = u(φ)(t+ ·), t ≥ 0, φ ∈ C,

for all those t for which a unique solution u(φ) of (1.2) with u(φ)(θ) = φ(θ) for
θ ∈ [−r, 0] is defined. Let B be an N×N quasi-positive matrix, that is, B+λI ≥ 0
for all sufficiently large λ. Here and in what follows, we write A ≥ B for m × n
matrices A = (aij) andB = (bij) if and only if aij ≥ bij for all 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Define

KB =
{

φ ∈ C : φ ≥ 0, φ(t) ≥ eB(t−s)φ(s),−r ≤ s ≤ t ≤ 0
}

.
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Then KB is a closed cone in C and this induces a partial order on C, denoted by
≥B. Namely, φ ≥B ψ if and only if φ− ψ ∈ KB.

We shall need the following conditions:
(EB) Ê2 ≥B Ê1, here Êj is the constant mapping on [−r, 0] with value Ej , j =

1, 2.
(MB) Whenever φ, ψ ∈ C with φ ≥B ψ, then

F (φ(0),

∫ 0

−r

dη(θ)g(φ(θ))) − F (ψ(0),

∫ 0

−r

dη(θ)g(ψ(θ))) ≥ B[φ(0) − ψ(0)].

Under the above assumptions, Smith and Thieme [20] proved the following

Lemma 5.2. Assume that there exists an N ×N quasi-positive matrix B such
that (EB) and (MB) are satisfied. Then

(i) [E1, E2]B := {φ ∈ C : Ê2 ≥B φ ≥B Ê1} is positive invariant for the
semiflow Φ;

(ii) the semiflow Φ : [0,+∞)× [E1, E2]B → [E1, E2]B is strictly monotone with
respect to ≥B in the sense that if φ, ψ ∈ [E1, E2]B with φ >B ψ, then Φ(t, φ) >B
Φ(t, ψ) for all t ≥ 0.

In Smith and Thieme [20], it was also shown that (MB) holds if for all u, v ∈ RN

with û, v̂ ∈ [E1, E2]B, the following is satisfied:

{

Fu(u,
∫ 0

−r dη(θ)g(v)) ≥ B,

[Fu(u,
∫ 0

−r
dη(θ)g(v)) −B]eBr + Fv(u,

∫ 0

−r
dη(θ)g(v))g′(v) ≥ 0.

In the case N = 1, it was shown that in Smith and Thieme [19] that (MB) holds
for some B < 0 if

(SB) L2 < 0, L1 + L2 < 0, r|L2| < 1 and rL1 − ln(rL2|) > 1,
where

L1 = inf
E1≤u,v≤E2

Fu(u,

∫ 0

−r

dη(θ)g(v)), L2 = inf
E1≤u,v≤E2

Fv(u,

∫ 0

−r

dη(θ)g(v))g′(v).

Note that [E1, E2]B is a bounded set in C and that Φ(t, ·) : C → C is compact
for t > r. Therefore, for t0 > r, the mapping Φ(t0, ·) : [E1, E2]B → [E1, E2]B is
compact, and hence is set-condensing. This observation allows us to derive from
Lemma 5.1, 5.2 and Theorem 1.1 the following result.

Theorem 5.1. Assume that
(i) (H1) and (H2) are satisfied;
(ii) there exists an N × N quasi-positive matrix B such that (EB) and (MB)

are satisfied;
(iii) there exist no other equilibria in [E1, E2]B .

Then the conclusions of Theorem 1.1 hold.

As a first application of our main result, we consider the following lattice dif-
ferential equation

u′n(t) = D
∑

i∈Z\{0}

J(i)[un−i(t) − un(t)] − dun(t) +
∑

i∈Z

K(i)b(un−i(t− r)), (5.1)
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where n ∈ Z, t ≥ 0, un(t) ∈ R, D > 0, r ≥ 0, d > 0 and b(·) is of class C2. We
assume that b(0) = dK − b(K) = 0 for some K > 0 and

∑

i∈Z\{0}

J(i) = 1,
∑

i∈Z\{0}

|J(i)| · |i| < +∞, (5.2)

∑

i∈Z

K(i) = 1,
∑

i∈Z

|K(i)| · |i| < +∞. (5.3)

When
∑

|i|≥2 J(i) = 0, Eq. (5.1) has been derived by Weng et al. [22] as a discrete

non-local model parallel to the continuous nonlocal model in So et al. [21]. Clearly,
the auxiliary ordinary delay differential equation reads as

u′(t) = −du(t) + b(u(t− r)), (5.4)

and it is easily seen that the corresponding characteristic equations at the equilibria
E1 = 0 and E2 = K of Eq. (5.4) are

Λ1(λ) := λ+ d− b′(0)e−λr, (5.5)

and

Λ2(λ) := λ+ d− b′(K)e−λr, (5.6)

respectively.

Theorem 5.2. Assume that b′(0) > d > b′(K) and b(u) > du for all u ∈
(0,K). Let I0 = [0, r1) ∩ [0, r2) ∩ [0, r1) and Ij = [0, r1) ∩ [0, r2) ∩ (rj , rj+1), j ∈ N,
where

r1 := sup
{

r ≥ 0 : redr min{b′(u) : u ∈ [0,K]} ≥ −e−1
}

,

r2 :=







+∞, if −d ≤ b′(K) < d,
arccos( d

b′(K)
)√

(b′(K))2−d2
, if b′(K) < −d,

and

rj :=
2jπ − arccos( d

b′(0) )
√

[b′(0)]2 − d2
, j ∈ N.

Then for any j ∈ N with Ij−1 6= ∅ and for any r ∈ Ij−1, there exists c∗ > 0 such
that for every c > c∗, the set of all traveling wave solutions un(t) = U(n + ct)
with U(−∞) = 0 and U(+∞) = K of Eq. (5.1) forms a (2j − 1)-dimensional
C1-manifold, which is also C1-smooth with respect to c.

Theorem 5.2 is a direct consequence of Theorem 5.1 and the following three
lemmas.

Lemma 5.3. If r ∈ Ij−1, j ∈ N, then the equilibrium E1 = 0 of Eq. (5.4) is
hypobolic and its unstable manifold is exactly 2j − 1-dimensional.

Proof Clearly, if r ∈ [0, r1), then (5.5) has a simple eigenvalue λ > 0. A
straightforward calculation shows that E1 = 0 is hyperbolic if r 6= rj , j ∈ N, and
(5.5) has a pair of simple eigenvalues λ = ±iβj with βj > 0 at r = rj , j ∈ N. For
any r ≥ 0, suppose that λ = λ(r) = α(r) + iβ(r) with β(r) ≥ 0 is a eigenvalue of
(5.5). It suffices to show that α′(r) > 0 whenever |α(r)| is small enough.

Substituting λ = λ(r) = α(r) + iβ(r) into (5.5), we get
{

(α+ d)eαr = b′(0) cosβr,
βeαr = −b′(0) sinβr.

(5.7)
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Therefore, we have
(α+ d)2 + β2 = [b′(0)]2e−2αr,

and hence
ββ′ = −{α+ d+ r[b′(0)]2e−2αr}α′. (5.8)

On the other hand, differentiating (5.5) with respect to r to get
{

α′eαr + (α+ d)[α′r + α]eαr = −b′(0)[β′r + β] sinβr,
β′eαr + β[α′r + α]eαr = −b′(0)[β′r + β] cos βr,

which yields
α′β − β′(α+ d) = b′(0)e−αr[β′r + β]Q,

where Q = (α + d) cosβr − β sinβr = 1
b′(0) [(α + d)2 + β2]eαr > 0. Multiplying the

above equality by β, then (5.8) implies that

α′β2 = ββ′[α+ d+ b′(0)e−αrrQ] + b′(0)e−αrβ2Q

= −[α+ d+ r(b′(0))2e−2αr][α+ d+ b′(0)e−αrrQ]α′ + b′(0)e−αrβ2Q.

Therefore, we have

α′ = α′(r) =
b′(0)e−αrβ2Q

β2 + [α+ d+ r(b′(0))2e−2αr][α+ d+ b′(0)e−αrrQ]
> 0.

This completes the proof.

Lemma 5.4. There exists B < 0 such that (EB) and (MB) are satisfied.

Proof In the case where b′min := min{b′(u) : u ∈ [0,K]} ≥ 0. Choose B = −d,
then for any u, v ∈ [0,K], we have Fu(u, g(v)) = −d ≥ B and [Fu(u, g(v))−B]eBr+
Fv(u, g(v))g

′(v) = b′(v) ≥ 0. Therefore (MB) holds for B = −d < 0.
In the case where b′min < 0, we have

L1 := inf
E1≤u,v≤E2

Fu(u, g(v)) = −d,

and
L2 := inf

E1≤u,v≤E2

Fv(u, g(v))g
′(v) = b′min.

Therefore, L2 < 0, L1 +L2 < 0. Thus there is some B < 0 so that (SB) (and hence
(MB)) holds if

0 < −rb′min < 1,

and
ln(−rb′min) < −dr − 1,

from which we conclude that (MB) holds if redrb′min > −e−1. Thus (MB) holds for
all r ∈ [0, r1) and some B < 0.

Since B < 0, we see that (EB) also holds. This completes the proof.

Lemma 5.5. If r ∈ [0, r2), then the equilibrium E2 = K of Eq. (5.4) is
asymptotic stable.

Proof We claim that if r ∈ [0, r2), then all zeros of Λ2(λ) = 0 have negative
real parts. Since b′(K) < d, we first note that if Λ2(λ) = 0, then λ 6= 0. Suppose
otherwise that there exists λ = α + iβ with α ≥ 0 and β ≥ 0 such that Λ2(λ) =
Λ2(α+ iβ) = 0. Then we have

{

α = −d+ b′(K)e−αr cosβr,
β = −b′(K)e−αr sinβr.
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If −d < b′(K) < d, then d > b′(K) cosβr = (α + d)e−αr ≥ d, which leads
to a contradiction. If b′(K) = −d, then α > 0. Suppose otherwise that α = 0,
we then have β > 0 and cosβr = −1, and hence sinβr = 0, which yields β =
−b′(k)e−αr sinβr = 0, a contradiction. Therefore, d ≥ b′(K) cosβr = (α+ d)eαr >
d, which is also a contradiction. Thus the assertion is valid for −d ≤ b′(K) < d.

In the case where b′(K) < −d, let λ = iβ with β > 0 be such that Λ2(λ) = 0.
Then we have d = b′(K) cosβr and β = −b′(K) sinβr, from which we find that
arccos( d

b′(K)
)√

[b′(K)]2−d2
is the minimal value of r so that Λ2(iβ) = 0 has a solution β > 0.

This completes the proof of the lemma.

As anther application of our main result, we consider the following lattice dif-
ferential equation

u′n =
∑

i∈Z\{0}

J(i)un−i − un − f(un), n ∈ Z, (5.9)

where f is in C2 and f(−1) = f(1) = 0, and the kernel J(i) satisfies (5.2). Eq.
(5.9) was derived in [2] as an l2-gradient flow for a Helmholtz free energy func-
tional with general long range interaction (see [1] for its continuum form). In [2],
the authors constructed traveling waves and stationary solutions, and obtained the
uniqueness of traveling wavefronts with non-zero speed and the multiplicity of sta-
tionary solutions in the case where f is bistable. In a very recent paper, Carr and
Chmaj [4] established the uniqueness of traveling wavefronts in the case where f is
monostable. As a direct consequence of Theorem 5.1, we have the following

Theorem 5.3. Assume that f ′(−1) < 0, f ′(1) > 0 and f(u) < 0 for u ∈
(−1, 1). Then there exists c∗ > 0 such that for any c > c∗, Eq. (5.9) has a traveling
wave solution un(t) = U(n+ ct) satisfying U(−∞) = −1 and U(+∞) = 1.
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