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Abstract. We consider a partial differential equation model that describes
the sterile insect release method (SIRM) in a bounded 1-dimensional domain
(interval). Unlike everywhere-releasing in the domain as considered in previous
works [17] and [14] , we propose the mechanism of releasing on the boundary
only. We show existence of the fertile-free steady state and prove its stability
under some conditions. By using the upper-lower solution method, we also
show that under some other conditions there may exist a coexistence steady
state. Biological implications of our mathematical results are that the SIRM
with releasing only on the boundary can successfully eradicate the fertile insects
as long as the strength of the sterile releasing is reasonably large, while the
method may also fail if the releasing is not sufficient.

1. Introduction. Among various biological control methods for insects is the Ster-
ile Insect Release Method (SIRM) which was originally suggested by Knipling [15].
The key idea of this method is that the released sterile insects will compete with
the fertile individuals for mating, and the competition can reduce the productive
capacity of the target species, and may eventually lead to a population crash, erad-
icating the fertile insects. There have been quite a few successful applications of
this method in field conditions against species such as screwworm fly [18, 6, 16],
melon fly [12, 13], codling moth [25], and bollworm [10].

To quantitatively assess the effectiveness of SIRM, many mathematical models
have been proposed and studied. For example, [1], [2], [4], [5], [7], [8], [11] used
models without considering the spatial aspect. On the other hand, realizing the
significance of spatial factor in pest control, [17], [19] and [22] proposed partial dif-
ferential equation models with the diffusion terms accounting for mobility of the
insects. Such models have revealed new phenomena that can not be observed in or-
dinary differential equation models. For example, in [17], the authors explored the
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combined effects of dispersal terms and growth dynamics, and showed that for real-
istic parameter values, the PDE model predicts extinction, while the corresponding
model ignoring spatial dispersal terms would predict persistence.

The results in [17] on the role of insect dispersal were obtained by investigating
existence of traveling wave front solutions to the following PDE model







ut = d1∆u+ u

(

a1u

u+ n
− a2

)

− 2g u(u+ n),

nt = d2∆n+ r − a2n− 2g n(u+ n),
t ≥ 0, x ∈ R. (1.1)

Here u(t, x) and n(t, x) denote the densities of fertile and sterile females respectively,
a1 is the birth rate of the fertile insects, a2 is the density-independent death rate
which is smaller than a1, g is the density-dependent death rate (given by 2g =
(a1 − a2)/carrying capacity). The constants d1 and d2 are the diffusion coefficients
of the fertile insects and the sterile insects respectively, and r is the constant release
rate of the sterile insects. Since the main concern in [22, 17] was traveling wave
front solutions to this model, the one dimensional spatial variable x was assumed to
be from the whole space R. For details on the biological assumptions under which
this model was proposed, see [22, 17].

Two issues arise for the model (1.1): (i) a habitat is bounded in real world; (ii)
releasing sterile insects everywhere in the habitat by a constant rate r is imprac-
tical in reality. Addressing (i), Jiang et al [14] have recently considered the same
set of partial differential equations but on a bounded spatial domain with no-flux
boundary condition posed on the boundary. In this paper, we address both issues
(i) and (ii) mentioned above by considering a further alternation of the model (1.1).
More precisely, we adopt the two partial differential equations in (1.1) to describe
the interaction of the fertile and sterile female insects, but we confine the spatial
variable x to a bounded interval Ω = (−`, `); moreover, instead of releasing the
sterile insects everywhere in Ω, we consider releasing the sterile insects only at the
boundary of Ω, i.e., ∂Ω = {−`, `}, with the releasing amount proportional to the
gradient of the sterile insects at the two end points. These considerations lead to
the following model in the form of Initial-Boundary-Value problem:



































ut = d1uxx + u

(

a1u

u+ n
− a2

)

− 2g u(u+ n), t > 0, x ∈ Ω,

nt = d2nxx − a2n− 2g n(u+ n), t > 0, x ∈ Ω,
∂u

∂ν

∣

∣

∣

∣

∂Ω

= 0,
∂n

∂ν

∣

∣

∣

∣

∂Ω

= r > 0, t > 0,

u(x, 0) = u0(x) ≥ 0, n(x, 0) = n0(x) ≥ 0, x ∈ Ω,

(1.2)

where ν is the outward unit direction on the boundary of Ω.
For convenience of analysis, we non-dimensionalize (1.2) by the following

x∗ = x

√

a1
d1
, t∗ = ta1, u

∗ = u
g

a1
, n∗ = n

g

a1
,

A =
a2
a1
, d =

d2
d1
, R = r

g

a1

√

d1
a1
, L = `

√

a1
d1
.

(1.3)
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Dropping asterisks for notational simplicity, (1.2) is transformed to


































ut = uxx + u

(

u

u+ n
−A− 2(u+ n)

)

, x ∈ Ω,

nt = dnxx −An− 2n(u+ n), x ∈ Ω,
∂u

∂ν

∣

∣

∣

∣

∂Ω

= 0,
∂n

∂ν

∣

∣

∣

∣

∂Ω

= R > 0, t > 0,

u(x, 0) = u0(x) ≥ 0, n(x, 0) = n0(x) ≥ 0, x ∈ Ω.

(1.4)

where Ω is now the interval (−L,L).

Note that the Neumann boundary condition for n in (1.4) is not homogeneous
due to the new releasing mechanism. Applying the transformation n̂(x) = n(x) −
R

2Lx
2 and still writing n(x) instead of n̂(x) for simplicity, System (1.4) is further

transformed to the following system with zero-flux boundary condition:






































ut = uxx + u

(

u

u+ n+ R

2Lx
2
−A− 2(u+ n+ R

2Lx
2)

)

, x ∈ Ω,

nt = dnxx −A(n+ R

2Lx
2)− 2(n+ R

2Lx
2)(u + n+ R

2Lx
2) + dR

L
, x ∈ Ω,

∂u

∂ν

∣

∣

∣

∣

∂Ω

= 0,
∂n

∂ν

∣

∣

∣

∣

∂Ω

= 0, t > 0,

u(x, 0) = u0(x) ≥ 0, n(x, 0) = n0(x) ≥ − R

2Lx
2, x ∈ Ω.

(1.5)

In the rest of this paper, we investigate the dynamical behavior of solutions to
System (1.5). In Section 2, we address well-posedness of (1.5) including existence,
uniqueness and boundedness of solution to (1.5). In Section 3, we first consider the
existence and stability of a steady state of the form (0, n∗(x)) corresponding to the
scenario of eradication of the fertile insects. In Section 4, we explore existence and
non-existence of coexistence steady state with the former indicating the failure of
the SIRM while the latter implying the success of the SIRM. We conclude the paper
by a summary and some discussion in Section 5.

2. Well-posedness of the model. For notational convenience, we denote by
f(x, u, n) and g(x, u, n) the two nonlinear functions on the right hand side of (1.5),
that is,

f(x, u, n) , u

(

u

u+ n+ R

2Lx
2
−A− 2(u+ n+

R

2L
x2)

)

,

g(x, u, n) , −A(n+
R

2L
x2)− 2(n+

R

2L
x2)(u+ n+

R

2L
x2) +

dR

L
.

In order to consider classic solutions of (1.5), we introduce the space Y =
C2(Ω,R2) ∩ C1(Ω̄,R2). According to the biological requirement on the variables
u and v, we only need to consider the following subset X in Y :

X ,

{

(u, n) ∈ Y |u ≥ 0, n ≥ −
R

2L
x2, x ∈ Ω̄

}

.

The following theorem confirms the well-posedness of (1.5), including existence,
uniqueness and boundedness of a solution to (1.5).

Theorem 2.1. For each (u0, n0) ∈ X, there exists a unique solution of system
(1.5) and this solution remains in X. This solution is bounded, and hence, exists
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globally (i.e., for all t ≥ 0). Moreover there hold u(t, x) > 0 and n(t, x) > −R

2L x
2 for

t > 0 if u0 6≡ 0 and n0 6≡ −R

2L x
2.

Proof. Note that (1.5) is a competitive system and hence, belongs to the quasi-
monotone case by the terminologies of [21]. Thus, we can prove this theorem by
upper-lower solution method, which is also used for proving a similar theorem in
[21] (Theorem 12.4.1) for the Lotka-Volterra competition R-D system.

Let

(u, n) = (0,
−R

2L
x2) and (ū, n̄) = (M,N)

where M and N are constants satisfying

M ≥ max

{

ū0,
1−A

2

}

, ū0 = sup
x∈Ω

u0(x),

N ≥ max

{

n̄0,
1

4

(

√

A2 +
8dR

L
−A

)}

, n̄0 = sup
x∈Ω

n0(x).

Then, one can easily verify that

ūt − ūxx − f(x, ū, n) =M [2M − (1−A)] ≥ 0;

n̄t − dn̄xx − g(x, u, n̄) = A

(

N +
R

2L
x2
)

+ 2

(

N +
R

2L
x2
)2

−
dR

L
≥ 0;

ut − uxx − f(x, u, n̄) = 0 ≤ 0;

nt − dnxx − g(x, ū, n) = 0 ≤ 0.

This shows that (u, n) and (ū, n̄) are an ordered pair of lower-upper solutions of
(1.5). By [21, p 397, Theorem 8.3.2], (1.5) has a unique solution (u, n) which is
between this pair of lower-upper solutions. Thus it is bounded, and hence exists
globally. Moreover, when u0 6≡ 0 and n0 6≡ −R

2L x
2, by the increasing property

of iteration sequence starting from the lower solution in the proof of [21, p 397,
Theorem 8.3.2], we conclude that u(t, x) > 0 and n(t, x) ≥ −R

2L x
2 for all t > 0. This

completes the proof.

Remark 1. From the proof of the above theorem, we can actually see that for any
constants M and N satisfying

M ≥
1−A

2
, N ≥

1

4

(

√

A2 +
8dR

L
−A

)

,

the subset

X(M,N) ,

{

(u, n) ∈ Y |0 ≤ u ≤M, −
R

2L
x2 ≤ n ≤ N, x ∈ Ω̄

}

.

is positively invariant for (1.5).
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3. Boundary steady state: Eradication of fertile insects. Steady state of
the form (u∗(x), n∗(x)) = (0, n∗(x)) accounts for the situation when the fertile
population is wiped out, and hence is of practical importance. It is obvious that
the existence of such a boundary (located on the n-axis on the u–n plane) steady
state for (1.5) is equivalent to the existence of a positive solution to the following
elliptic problem



















dnxx + g(x, 0, n) = 0, x ∈ Ω,

n(x) ≥ − R

2Lx
2, x ∈ Ω,

∂n

∂ν

∣

∣

∣

∣

∂Ω

= 0.

(3.1)

We first consider a more general elliptic boundary value problem for general space
dimension, and establish an existence and uniqueness result for such a problem.

Theorem 3.1. Let Ω ⊂ R be a bounded open domain. Assume that G(x, n) ∈
C1(Ω̄ × R,R) is decreasing with respect to n. If there exists a unique ñ(x) ∈
C2(Ω,R) ∩ C1(Ω̄,R) such that G(x, ñ(x)) = 0 on Ω̄, then the boundary condition
problem







∆n+G(x, n) = 0, x ∈ Ω,
∂n

∂ν

∣

∣

∣

∣

∂Ω

= 0.
(3.2)

has a unique solution n∗(x) ∈ C2(Ω,R) ∩ C1(Ω̄,R). Moreover, n∗(x) satisfies
infΩ̄ ñ(x) ≤ n∗(x) ≤ supΩ̄ ñ(x), ∀x ∈ Ω̄.

Proof. Let n = infΩ̄ ñ(x) and n = supΩ̄ ñ(x). By the monotone property of G, it is
easily seen that n is a lower solution and n is an upper solution of (3.2). By the
continuity of G on Ω̄ × R, there exists a positive constant K = K(|Ω|, n, n) such
that for any (x, n), (y,m) ∈ Ω̄× [n, n], we have

|G(x, n) −G(y,m)| ≤ K(|n−m|+ |x− y|).

By Theorem 3.2.2 in [21], we conclude that there exists a solution n∗(x) of (3.2)
satisfying n ≤ n∗(x) ≤ n, ∀x ∈ Ω̄.

To prove the uniqueness, we assume that there is another n+(x) ∈ C2(Ω,R) ∩
C1(Ω̄,R) solving (3.2). By the decreasing (in n) property of G(x, n), we can easily
see that for sufficiently large constant C > 0, −C and C are a pair of ordered lower
and upper solutions of (3.2), satisfying −C ≤ n∗, n+ ≤ C. Again, by Theorem 3.2.2
in [21], there is a minimal solution n1(x) and a maximal solution n2(x) to (3.2)
satisfying n1 ≤ n2 and

n∗(x), n+(x) ∈ [n1(x), n2(x)] ⊂ [−C,C] x ∈ Ω.

Let w = n2 − n1. Subtracting the n1 equation from the n2 equation yields

−∆w = G(x, n2)−G(x, n1) ≤ 0, x ∈ Ω.

It is obvious that ∂w

∂ν
= 0 on ∂Ω. Thus, by the Maximal Principle and the Hopf

Boundary Point Lemma, we conclude that w is a constant in Ω, and hence 0 =
−∆w = G(x, n2) − G(x, n1), x ∈ Ω. This together with the decreasing (in n)
property of G(x, n) implies that n1(x) ≡ n2(x), and therefore, n+(x) ≡ n∗(x) on
Ω̄, proving the uniqueness. The proof is completed.

Applying this theorem to (3.1) with Ω = (−L,L) and G(x, n) = g(x, 0, n), we
can obtain the existence of a unique solution to (3.1), and hence the existence of
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a unique boundary steady state for (1.5), with some estimates for upper and lower
bounds of this unique steady state.

Theorem 3.2. System (1.5) always has a unique boundary steady state E0(x) =
(0, n∗(x)) with n∗(x) satisfying

(i)
1

4

(

√

A2 +
8dR

L
−A

)

−
1

2
RL < n∗(x) <

1

4

(

√

A2 +
8dR

L
−A

)

, x ∈ Ω;

(ii) inf∂Ω n
∗(x) = infΩ̄ n

∗(x), and there exists a unique x1 ∈ Ω such that n∗(x1) =
supΩ̄ n

∗(x).

Moreover, E0 is locally asymptotically stable.

Proof. We regard g(x, 0, n) as a quadratic function of n with x as a parameter:

g(x, 0, n) = −2n2 − (
2R

L
x2 +A)n−

R2

2L2
x4 −

AR

2L
x2 +

dR

L
. (3.3)

Obviously, as a function of n, g(x, 0, n) is symmetric about and attains its maximum
at l(x) = − R

2Lx
2 − A

4 . Since l(x) = − R

2Lx
2 − A

4 < − R

2Lx
2, g(x, 0, n) is decreasing in

n for all n ≥ − R

2Lx
2. Note that g(x, 0, n) = 0 has two roots

n±(x) =
1

4

(

±

√

A2 +
8dR

L
−

2R

L
x2 −A

)

, (3.4)

but only n+(x) > − R

2Lx
2 on Ω̄. By Theorem 3.1, (3.1) has a unique solution n∗(x)

satisfying infΩ̄ n+(x) ≤ n∗(x) ≤ supΩ̄ n+(x). The inequalities in (i) follow from the
fact that infΩ̄ n+(x) = n+(L) and supΩ̄ n+(x) = n+(0). The conclusion in (ii) is a
direct result of the Maximum Principle and Hopf Boundary Lemma.

The stability of E0 is determined by the following eigenvalue problem


















−φxx − fuφ− fnψ = λφ,

−dψxx − guφ− gnψ = λψ,
∂φ

∂ν

∣

∣

∣

∣

∂Ω

=
∂ψ

∂ν

∣

∣

∣

∣

∂Ω

= 0.

(3.5)

where all the partial derivatives in the coefficients are evaluated at E0 = (0, n∗(x)),
that is,

fu = −A− 2(n∗ + R

2Lx
2), fn = 0,

gu = −2(n∗ + R

2Lx
2), gn = −A.

E0 is locally asymptotically stable if and only if all the eigenvalues of (3.5) have
positive real parts. Since the first equation of (3.5) is decoupled from the second
one, the eigenvalue set of (3.5) is a subset of that of the following problem







−φxx − fuφ = λφ,
∂φ

∂ν

∣

∣

∣

∣

∂Ω

= 0.
(3.6)

Because −fu = A+ 2(n∗ + R

2Lx
2) > 0 on Ω̄, we know that the problem (3.6) has a

unique principal eigenvalue λ1 which is real and positive (Theorem 2.4 in [9]), and
the real parts of all other eigenvalues are larger than λ1. Hence, all the real parts
of eigenvalues of (3.5) are positive, which implies that E0 is locally asymptotically
stable, completing the proof.
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4. Existence or non-existence of coexistence steady state: Failure or suc-

cess of SIRM. A coexistence steady state of (1.5) is a positive solution to the
following elliptic system



















uxx + f(x, u, n) = 0, x ∈ Ω,

dnxx + g(x, u, n) = 0, x ∈ Ω,
∂u

∂ν

∣

∣

∣

∣

∂Ω

=
∂n

∂ν

∣

∣

∣

∣

∂Ω

= 0,

(4.1)

where f(x, u, n) and g(x, u, n) are given in Section 2. For convenience of notations,
we denote

R̃ =
L

216 d

(

√

Ã2 + 432A2(1−A)2 + Ã

)

,

Ã = 4(1 +A)[2(1 −A)2 −A].

(4.2)

The main result of this section is the following theorem on the existence of a
coexistence steady state.

Theorem 4.1. For given parameters d,A, L, there exists an Rc = Rc(d,A, L) < R̃,
such that when R < Rc, (4.1) has at least one positive solution.

Proof. We will prove this theorem by the method of upper-lower solutions. In order
to construct the required pair of upper-lower solutions for (4.1), we need some
preparations.

Set z = n + R

2Lx
2 in (4.1), and let f0(u, z) = f(0, u, z) and g0(u, z) = g(0, u, z).

Solving g0(u, z) = 0 for u in terms of z > 0 yields

u =
−2z2 −Az + dR

L

2z
. (4.3)

Similarly, solving f0(u, z) = 0 for u in terms of z > 0 leads to either u = 0 or

u−A(u + z)− 2(u+ z)2 = 0. (4.4)

Clearly, (4.4) has two positive real roots u± = u±(z) if and only if z < zc ,

(1−A)2/8, and

u±(z) = −z +
1

4

(

±
√

(1 −A)2 − 8z + (1 −A)
)

. (4.5)

Moreover, if z < zc , (1 − A)2/8, then f(u, z) < 0 when u(z) < u−(z) or u(z) >
u+(z), f(u, z) > 0 when u−(z) < u(z) < u+(z) (see Figure 1).

Substituting (4.3) into (4.4), we can obtain

h(z) , −2z3 −Az2 + δ(1 +A)z − δ2 = 0, (4.6)

where δ = dR

L
. This equation has exactly one negative root, with the other two

either being positive real roots or being a conjugate pair of complex roots. The
existence of two positive real roots requires that δ < δ̃, where δ̃ is determined by
the tangential equations

h(z) = h′(z) = 0 (4.7)

for z > 0. Solving (4.7) we can obtain

108 δ2 + Ãδ −A2(1−A)2 = 0 (4.8)
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Figure 1. Curves of f0(u, z) as a function of u when A = 0.2,
giving zc = 0.08. Curves are shown for z = 0.06(upper), z = 0.08,
and z = 0.1(lower).
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U
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Figure 2. The nullclines for f0(u, z) = 0 and g0(u, z) = 0 on

z − u plane. Here d = 1, A = 0.1, L = 1. Thus R̃ = 0.0634 and
zc ≈ 0.101. U+ and U− are the curve described by (4.5); Z1, Z2,

and Z3 are the curves described by (4.3) for R = 0.029 < R̃, R = R̃

and R = 0.07 > R̃ respectively.

which has the positive root δ̃ (also see [17] for details):

δ̃ =
1

216

(

√

Ã2 + 432A2(1 −A)2 + Ã

)

.
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Thus, when R < R̃ (equivalently δ < δ̃ ), (4.6) has two positive roots, or in other
words, the two curves described by (4.3) and (4.4) have two intersections for z > 0
on the z–u plane (see Figure 2). On the other hand, the equation g0(u, z) = 0 can
also be solved for z > 0 in terms of u, giving

z(u) =
1

4

(

√

(A+ 2u)2 +
8dR

L
− (A+ 2u)

)

. (4.9)

Obviously, (4.9) describes the same curve as (4.3) does in the z–u plane.
Returning to the variable n by the relation z = n+ R

2Lx
2, we see that in the n–u

plane the relation of intersections of g(x, u, n) = 0 and f(x, u, n) = 0 is qualitatively
retained (in the sense of x dependent translations) as in n–z plane for that of
g0(u, z) = 0 and f0(u, z) = 0. In particular, the above analysis shows that for every
u ∈ C2(Ω,R) ∩ C1(Ω̄,R), g(x, u(x), n) = 0 has a unique solution for n, denoting it
by nu(x):

nu(x) =
1

4

(

√

(A+ 2u)2 +
8dR

L
− (A+ 2u)

)

−
R

2L
x2, (4.10)

Note that g(x, u, n) is decreasing in n and g(x, u, nu) = 0, by Theorem 3.1, for given
u ∈ C2(Ω,R) ∩ C1(Ω̄,R), there is a unique solution n∗

u(x) to the problem






dnxx + g(x, u, n) = 0, x ∈ Ω,
∂n

∂ν

∣

∣

∣

∣

∂Ω

= 0,
(4.11)

satisfying infΩ̄ nu(x) ≤ n∗
u(x) ≤ supΩ̄ nu(x) on Ω̄. From (4.10), we know that nu

is decreasing in u and nu(x) → − R

2Lx
2 as infΩ̄ u → +∞. Hence, there exists a

uc ∈ C2(Ω̄), such that for any u > uc on Ω̄, we have

nu(x) < n̂c(x) , zc −
R

2L
x2.

This implies that n∗
u(x) < n̂c(x) on Ω̄ when infΩ̄ u is sufficiently large.

From the previous discussion, we know that as long as R < R̃, the two curves
given by (4.4) and (4.10) always have two intersections in the n–u plane for every
x ∈ Ω̄. By Theorem 3.2 and (4.10), we know n∗

u(x) → nu(x) → 0 uniformly as
R → 0, which shows that when R > 0 is sufficiently small, n∗

u(x) can intersects
with u−(n+

R

2Lx
2) in the n-u plane at some n > − R

2Lx
2 for all x ∈ Ω̄. This further

implies that there is an Rc ∈ (0, R̃) such that when R < Rc, there exists a u0 > uc
satisfying not only n∗

u0
(x) < n̂c(x) on Ω̄ but also u−(n

∗
u0
(x)+ R

2Lx
2) > u0 on Ω̄ (see

the definition of u−(z) in (4.5)).
Now, suppose R < Rc and a u0 is chosen such that n∗

u0
(x) < n̂c(x) and

u−(n
∗
u0
(x) + R

2Lx
2) > u0 on Ω̄. Let

n = −
R

2L
x2, n̄ = n∗

u0
(x),

u = sup
Ω̄

u−(n
∗
u0
(x) +

R

2L
x2),

ū =
1−A

2
+ ε.

(4.12)

where ε is any positive number and hence u, ū are constants for fixed d,R,A, L. It
is easy to check that n ≤ n̄ and u ≤ n̄. In fact, by the definition of u±(z) in (4.5),
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we have

sup
Ω̄

u+(n
∗
u0
(x) +

R

2L
x2) ≤ sup

z≥0
u+(z) = u+(0) =

1−A

2
, (4.13)

inf
Ω̄
u+(n

∗
u0
(x) +

R

2L
x2) > inf

z≥0
u+(z) = u+(zc) =

1−A2

8
, (4.14)

sup
Ω̄

u−(n
∗
u0
(x) +

R

2L
x2) < sup

z≥0
u−(z) = u−(zc) =

1−A2

8
. (4.15)

Thus,

u < inf
Ω̄
u+(n

∗
u0
(x) +

R

2L
x2) < sup

Ω̄

u+(n
∗
u0
(x) +

R

2L
x2) < ū. (4.16)

By the monotonicity of g(x, u, n) and f(x, u, n) and with some straightforward
verifications, we can see that n, n̄ u and ū satisfy



























−ūxx − f(x, ū, n) ≥ 0 ≥ −uxx − f(x, u, n̄),

−dn̄xx − g(x, u, n̄) ≥ 0 ≥ −dnxx − g(x, ū, n),
∂ū

∂ν
|∂Ω ≥ 0,

∂n̄

∂ν
|∂Ω ≥ 0,

∂u

∂ν
|∂Ω ≤ 0,

∂n

∂ν
|∂Ω ≤ 0.

(4.17)

We only show the verifications of two of the inequalities in (4.17), as the rest are
similar. By the first inequality in (4.16) and n∗

u0
(x) < n̂c(x) , we have

−uxx − f(x, u, n̄) = −f(x, sup
Ω̄

u−(n
∗
u0
(x) +

R

2L
x2), n∗

u0
(x))

< −f(x, u−(n
∗
u0
(x) +

R

2L
x2), n∗

u0
(x))

= 0.

(4.18)

We have seen that u > u0; hence, by the monotone property of g(x, u, n) with
respect to u, we have

−d∆n̄− g(x, u, n̄) = −d∆n∗
u0
(x) − g(x, sup

Ω̄

u−(n
∗
u0
(x) +

R

2L
x2), n∗

u0
(x))

> −d∆n∗
u0
(x) − g(x, u0, n

∗
u0
(x))

= 0.

(4.19)

In other words, (u, n) is a lower solution of (4.1) and (ū, n̄) is an upper solu-
tion of (4.1). Now, by [21], System (4.1) has at lease one non-constant solution
(u∗(x), n∗(x)) satisfying

u ≤ u∗(x) ≤ ū,

n ≤ n∗(x) ≤ n̄.

The proof is completed.

From the proof of Theorem 4.1, we have the following non-existence result. In this
case, the global stability of the unique steady state E0 is obtained as a consequence.
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Theorem 4.2. For given parameters A and L, let

d+ =
L2

4

(

(1 −A)2 + 2 + (1−A)
√

(1−A)2 + 4
)

, (4.20)

Rc

± =
1

4L3

(

4d− (A2 − 2A+ 3)L2 ± 2
√

L4 − 2(A2 − 2A+ 3)dL2 + 4d2
)

. (4.21)

If

(H1) d > d+;
(H2) R ∈ (Rc

−, R
c
+),

then there is no coexistence steady state to (1.5); consequently, the fertile-free steady
state E0 is the unique steady state of (1.5) and it is globally asymptotically stable.

Proof. From the definition of nu(x) in (4.10), we know nu(x) is decreasing with
respect to u. So by inequality (4.13),

inf
Ω̄
nu(x) ≥ n 1−A

2

(L) =
1

4

√

1 +
8dR

L
−

1

4
−
RL

2
. (4.22)

The assumptions (H1) and (H2) imply that n 1−A

2

(L) > supΩ̄ nc =
(1−A)2

8 . In fact,

n 1−A

2

(L) > sup
Ω̄

nc (4.23)

⇔2

√

1 +
8dR

L
> (1− A)2 + 2 + 4RL (4.24)

⇔16L2R2 +
8

L

(

2L2 + (1−A)2L2 − 4d
)

R+ (1−A)4 + 4(1−A)2 < 0. (4.25)

We regard the left hand side of (4.25) as a quadratic function of R. Then
assumption (H1) guarantees that the discriminant of this quadratic function is pos-
itive, implying that the quadratic has two real roots Rc

− < Rc
+; and assumption

(H2) implies the inequality (4.25) hold.
From Theorem 3.1, if (û(x), n̂(x)) is a solution of (4.1) with û(x) 6≡ 0, it must

satisfy n̂(x) = n∗
û
(x), and hence infΩ̄ nû(x) ≤ n̂(x) ≤ supΩ̄ nû(x) on Ω̄. When (H1)

and (H2) hold, the vertical line n 1−A

2

(L) in n-u plane does not intersect with the

curve u±(n + R

2Lx
2) for any x ∈ Ω̄. So from (4.22), infΩ̄ nû(x) does not intersect

with the curve u±(n̂+ R

2Lx
2) for any x ∈ Ω̄. This implies that f(x, û(x), n̂(x)) < 0

on Ω̄, a contradiction to
∫

Ω

f(x, û(x), n̂(x))dx = −

∫

Ω

ûxxdx = 0.

Therefore, there can not be a coexistence steady state solution to (4.1), and conse-
quently, E0 is the unique steady state for (1.5) under assumptions (H1) and (H2).

Next we show that when (H1) and (H2) hold, E0 is indeed globally asymptotically
stable. Noting that system (1.5) is a two dimensional competitive system, it can be
viewed as a monotone dynamical system with respect to the partial ordering ≤K

induced by the second quadrant cone:

K = {(u, n) ∈ X : u ≤ 0, n ≥ 0}

that is,

(u1, n1) ≤K (u2, n2) ⇔ u1 ≥ u2 and n1 ≤ n2.
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Alternatively, by the change of the variables v = −u, system (1.5) is transformed
into






































vt = vxx − v

(

v

n+ R

2Lx
2 − v

+A+ 2(n+ R

2Lx
2 − v)

)

, x ∈ Ω,

nt = dnxx −A(n+ R

2Lx
2)− 2(n+ R

2Lx
2)(n+ R

2Lx
2 − v) + dR

L
, x ∈ Ω,

∂v

∂ν

∣

∣

∣

∣

∂Ω

= 0,
∂n

∂ν

∣

∣

∣

∣

∂Ω

= 0, t > 0,

v(x, 0) = v0(x) ≤ 0, n(x, 0) = n0(x) ≥ − R

2Lx
2, x ∈ Ω,

(4.26)

which is a cooperative system. The invariant setX for (1.5) is obviously transformed
to the invariant set X ′ for (4.26) where

X ′ =

{

(v, n) ∈ Y |v(x) ≤ 0, n(x) ≥ −
R

2L
x2, x ∈ Ω̄

}

.

By Theorem 2.1, we conclude that system (4.26) generates a monotone semiflow
Ψt on X

′ with respect to the natural ordering (that is, the ordering induced by the
first quadrant).

We now show that Ψt is actually strongly monotone on X ′. To this end, we let
φ, ψ ∈ X ′ with φ < ψ. Let (v(t, x, φ), n(t, x, φ) = (Ψtφ)(x) and (v(t, x, ψ), n(t, x, ψ)
= (Ψtψ)(x) be the respective solutions of (4.26) corresponding to these two initial
functions. Denote by F (x, v, n) and G(x, v, n) the two nonlinear functions on the
right hand side of (4.26). Note that the Jacobian matrix

J ,

(

Fv(x, v, n) Fn(x, v, n)
Gv(x, v, n) Gn(x, v, n)

)

becomes reducible when v = 0 and x = 0, or when n = −R

2L x
2. However, it is easy

to check that the matrix

h(t, x) =

(

h11(t, x) h12(t, x)
h21(t, x) h22(t, x)

)

is cooperative and irreducible for all t > 0 and x ∈ Ω, where

h11(x, t) =

∫ 1

0

∂F

∂v
(x, sv(x, t, φ) + (1− s)v(x, t, ψ), sn(x, t, φ) + (1 − s)n(x, t, ψ))ds,

h12(x, t) =

∫ 1

0

∂F

∂n
(x, sv(x, t, φ) + (1− s)v(x, t, ψ), sn(x, t, φ) + (1 − s)n(x, t, ψ))ds,

h21(x, t) =

∫ 1

0

∂G

∂v
(x, sv(x, t, φ) + (1− s)v(x, t, ψ), sn(x, t, φ) + (1− s)n(x, t, ψ))ds,

h22(x, t) =

∫ 1

0

∂G

∂n
(x, sv(x, t, φ) + (1− s)v(x, t, ψ), sn(x, t, φ) + (1− s)n(x, t, ψ))ds.

Therefore, by a similar argument to that in the proof of [26, Theorem 7.4.1], we
conclude that

v(t, x, φ) < v(t, x, ψ), and n(t, x, φ) < n(t, x, ψ) for all x ∈ Ω and t > 0.

Thus, Ψt is strongly monotone on X ′ and hence, strongly order preserving. Trans-
lating this conclusion in terms of original system (1.5), we know that the solution
semiflow Φt of (1.5) is strongly order preserving with respect to the ordering ≤K .
Combining this with the [26, Theorem 2.3.1], we conclude that the unique steady
state E0 is globally asymptotically stable, completing the proof.
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5. Conclusion and discussion. In this paper, we have considered a reaction
diffusion system to model the the Sterile Insect Releasing Method (SIRM). The
model is an alternation of the models considered in [17] and [14], in that the spatial
domain is bounded and the releasing is only on the boundary. We have proved the
well-posedness of this alternated model, and obtained conditions under which the
fertile-free steady state exists and is globally asymptotically stable, accounting for
success of the SIRM. We have also obtained conditions under which coexistence
steady state exists, corresponding to failure of the SIRM. These results show that,
the SIRM with releasing only on the boundary can also successfully eradicate the
fertile insects provided that the release strength is sufficient large.

We point out that (H1) and (H2) are just sufficient conditions to exclude existence
of coexistence steady state. Extensive numerical simulations show there is a larger
range for the parameters for which (H1) and (H2) do not hold, but the fertile-free
steady state is also globally asymptotically stable (hence there is no coexistence
steady state). Theoretically seeking conditions weaker than (H1)-(H2) is desirable
and constitutes a good yet challenging mathematical problem.

The aforementioned conditions are related to the calculated parameters d+ and
Rc

−. Exploring the dependence of these two calculated parameters on the model
parameters can reveal some biological implications. For example, straightforward

calculation show that
∂R

c

−

∂L
> 0. This together with (H2) implies that the larger the

domain is, the more it costs (lager R is needed) to eradicate the fertile insect.
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