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EXISTENCE OF TRAVELING WAVE FRONTS

IN DELAYED REACTION-DIFFUSION SYSTEMS

VIA THE MONOTONE ITERATION METHOD

XINGFU ZOU AND JIANHONG WU

(Communicated by Hal L. Smith)

Abstract. The monotone iteration method is employed to establish the exis-
tence of traveling wave fronts in delayed reaction-diffusion systems with mono-
stable nonlinearities.

1. Introduction and the main result

Traveling wave solutions for reaction-diffusion (R-D) equations without delay
have been extensively studied in the literature. The recent book review of Gardner
[4] and the monographs of Fife [3], Britton [2], Murray [6], and Volpert, Volpert
and Volpert [9] provide a full discussion of the subject.

On the other hand, time delay should be and has been incorporated into realistic
models in many applications. The pioneering work of Schaaf [8] investigated the
existence and stability of traveling wave fronts for several classes of delayed scalar
reaction-diffusion equations. However, it seems that little has been done for systems
of delayed reaction-diffusion equations.

The purpose of this paper is to tackle the existence of traveling wave front solu-
tions of delayed R-D systems with monostable nonlinearities. Our approach is based
on monotone iteration techniques for elliptic systems with advanced arguments (we
refer to Leung [5] and Pao [7] for some related monotone iteration schemes), and
our choice of the upper and lower solutions is inspired by but different from the
work of Volpert, Volpert and Volpert [9] for R-D systems without delay.

Consider the following system of reaction-diffusion equations with delay:

∂u(x, t)

∂t
= A

∂2u(x, t)

∂x2
+ f(u(x, t), u(x, t− τ)), t ≥ 0, x ∈ R,(1.1)

where u ∈ Rn, A = diag(a1, . . . , an), ai > 0, 1 ≤ i ≤ n, and f : Rn × Rn → Rn is a
map satisfying the following conditions:

(A1) f : Rn × Rn → Rn is locally Lipschitz.
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(A2) f(0,0) = f(1,1) = 0, and f(u, v) > 0 for 0 < u, v < 1, where z =
(z, . . . , z)T ∈ Rn for every z ∈ R and the ordering in Rn is defined by:
u ≤ v for u, v ∈ Rn if and only if ui ≤ vi for all 1 ≤ i ≤ n; and u < v if
and only if u ≤ v and u 6= v.

A traveling wave of (1.1) is a solution u(x, t) of the form

u(x, t) = w(x − ct)(1.2)

for some constant c > 0 and some w ∈ C2(R; Rn) which satisfies the elliptic system
with advanced argument

Aw′′(x) + cw′(x) + f(w(x), w(x + cτ)) = 0, x ∈ R.(1.3)

We will look for monotone wave fronts which are monotone traveling waves con-
necting the two stationary points 0 and 1 such that

lim
x→∞w(x) = 0, lim

x→−∞w(x) = 1.(1.4)

Let Γ be the set of all functions ρ ∈ C2(R; Rn) with the following properties:
(i) limx→∞ ρ(x) = 0 and limx→−∞ ρ(x) = 1;
(ii) ρ′j(x) < 0 for all x ∈ R and 1 ≤ j ≤ n.

We define a parameterized functional Ψ on Γ× (0,∞)× [0,∞) by

Ψ(ρ, c, τ) = sup
x∈R,1≤j≤n

ajρ
′′
j (x) + fj(ρ(x), ρ(x + cτ))

−ρ′j(x)
.(1.5)

Moreover, for a fixed τ ≥ 0 we set

gτ (c) = inf
ρ∈Γ

Ψ(ρ, c, τ).(1.6)

Lemma 1.1. If, in addition to (A1) and (A2), we assume that

(A3) f(u, v) is monotonically increasing in v for 0 ≤ u, v ≤ 1, that is, f(u, v) ≤
f(u,w) for all v, w ∈ Rn with 0 ≤ v ≤ w ≤ 1,

then

(1) gτ (c) ≥ 0 for any c ≥ 0 and τ ≥ 0;
(2) for fixed τ > 0, if gτ (c0) < ∞ for some c0 ≥ 0, then gτ (c) < ∞ for all

c ≥ c0. In this case, there exists a unique c∗(τ) ≥ 0 such that gτ (c) < c
for all c > c∗(τ).

Proof. (1) By (A2), we know that for any ρ ∈ Γ, fj(ρ(x), ρ(y)) > 0 for x, y ∈ R
and 1 ≤ j ≤ n. Thus

Ψ(ρ, c, τ) ≥ sup
x∈R,1≤j≤n

ajρ
′′
j (x)

−ρ′j(x)
, ρ ∈ Γ.

We claim that for each 1 ≤ j ≤ n there exists xj ∈ R such that ρ′′j (xj) > 0.

For otherwise, we would have ρ′j(x) ≤ ρ′j(0) < 0 for all x ≥ 0, and hence ρj(x) ≤
ρj(0)+ρ′j(0)x for all x ≥ 0, which would yield limx→∞ ρj(x) = −∞, a contradiction
to the positivity of ρj . Thus

Ψ(ρ, c, τ) ≥ ajρ
′′
j (xj)

−ρ′j(xj)
> 0, ρ ∈ Γ,

and therefore, gτ (c) ≥ 0.
(2) (A3) ensures that Ψ(ρ, c, τ) is decreasing in c for every ρ ∈ Γ, and hence

gτ (c) is also decreasing in c. From this and (1), we arrive at the conclusion.
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The following is the main theorem of this paper, the proof of which will be given
in §3.

Theorem 1.2. Assume (A1)–(A3) are satisfied. Moreover, we assume

(A4) there exists d ≥ 0 such that

fi(u, v)− fi(u
∗, v∗) ≥ −d(ui − u∗i )

for i = 1, . . . , n and 0 ≤ u∗ ≤ u ≤ 1,0 ≤ v∗ ≤ v ≤ 1.

Suppose also gτ (c0) < ∞ for some c0 > 0. Then for any c > c∗(τ), where c∗(τ)
is defined in (2) of Lemma 1.1, there exists a monotonically decreasing solution of
(1.3) satisfying condition (1.4) at ±∞.

2. Monotone iteration

In this section, we establish some monotone iteration results for elliptic systems
with advanced arguments both on bounded and unbounded domains. These results
will not only be used to prove the main theorem, but also be of interest on their
own. We start with bounded domains and then pass to unbounded domains by
taking limits. In what follows, we set u ≤ v for u, v ∈ C(I; Rn) if and only if
u(x) ≤ v(x) for x ∈ I, where I is a subset of R.

Let δ > 0 be a fixed constant. Assume a and b are real numbers such that
a < b− 2δ. Consider the following elliptic system with advanced argument:

−(Lu)(x) = g(u(x), u(x + δ)), x ∈ (a, b),(2.1)

and

u(a) = ha, u(b) = hb,(2.2)

where ha, hb ∈ Rn are fixed vectors,

Lu = Au′′ + cu′

for u ∈ C2((a, b); Rn), A = diag(a1, . . . , an), a1, . . . , an and c are positive constants,
and g : Rn × Rn → Rn is a given mapping to be specified later.

Definition 2.1. By an upper solution of (2.1)–(2.2), we mean a map ũ ∈
Cα([a, b+ δ]; Rn) ∩ C2([a, b]; Rn) which satisfies{

−(Lũ)(x) ≥ g(ũ(x), ũ(x + δ)), x ∈ (a, b),

ũ(a) ≥ ha, ũ(b) ≥ hb.
(2.3)

Similarly, we can define lower solutions by reversing the inequalities in (2.3).

A pair of an upper solution ũ and a lower solution û is called ordered if ũ ≥ û
in [a, b]. For any pair of ordered upper and lower solutions ũ ≥ û, we denote by
[û, ũ] the sector of all functions u ∈ C([a, b]; Rn) such that û(x) ≤ u(x) ≤ ũ(x) for
x ∈ [a, b].

We have the following monotone iteration theorem:

Theorem 2.2. Let ũ ≥ û be a pair of ordered upper and lower solutions of (2.1)–
(2.2). Assume that g : Rn×Rn → Rn is locally Lipschitz, g(0,0) = 0 and g satisfies
the following quasimonotonicity condition :

(QM) There exists d ≥ 0 such that gi(u, v) − gi(u
∗, v∗) ≥ −d(ui − u∗i ) for i =

1, . . . , n, and u, u∗, v, v∗ ∈ Rn such that û(x) ≤ u∗ ≤ u ≤ ũ(x) and
û(x) ≤ v∗ ≤ v ≤ ũ(x) for some x ∈ [a, b+ δ].
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Then, there exist u, u ∈ C2+α([a, b− 2δ]; Rn) ∩ C1+α([a, b]; Rn) such that

(1) û(x) ≤ u(x) ≤ u ≤ ũ(x) for x ∈ [a, b];
(2) both u and u satisfy (2.1) in (a, b− 2δ) and the boundary condition (2.2);
(3) u (u) is the maximal (minimal) solution in the following sense: if u∗ ∈

C2+α([a, b−2δ]; Rn)∩C1+α([a, b]; Rn) satisfies (2.1) in (a, b−2δ) and the
boundary condition (2.2), and if û ≤ u∗ ≤ ũ in [a, b−2δ], then u ≤ u∗ ≤ u
in [a, b].

Proof. The main idea of the proof is to construct convergent sequences from the
ordered pair ũ ≥ û.

Step 1. Construction of monotone sequences: For v(0) := ũ ∈ Cα([a, b+ δ]; Rn),
consider the boundary value problem{

−(Lu(1))(x) + du(1)(x) = q(0)(x) in (a, b),

u(1)(a) = ha, u(1)(b) = hb,
(2.4)

where

q(0)(x) = dv(0)(x) + g(v(0)(x), v(0)(x + δ)), x ∈ [a, b].

By the well-known Schauder’s theory, we can show that (2.4) has a unique solution

u(1) ∈ C2+α([a, b]; Rn).
Similarly, starting from v(0) := û ∈ Cα([a, b + δ]; Rn), we can obtain a unique

solution u(1) ∈ C2+α([a, b]; Rn) of the boundary value problem{
−(Lu(1))(x) + du(1)(x) = q(0)(x) in (a, b),

u(1)(a) = ha, u(1)(b) = hb,
(2.5)

where

q(0)(x) = dv(0)(x) + g(v(0)(x), v(0)(x + δ)), x ∈ [a, b].

Applying the maximum principle and the quasimonotonicity condition (QM), we
can establish

û = v(0) ≤ u(1) ≤ u(1) ≤ v(0) = ũ on [a, b].

We now modify the above u(1) and u(1) to obtain Cα-extensions v(1), v(1) ∈
Cα([a, b+ δ]; Rn) on [a, b] such that

v(1) = u(1) in [a, b− δ],

v(1) = ũ in [b, b+ δ],

u(1) ≤ v(1) ≤ ũ in [b− δ, b]

(2.6)

and 
v(1) = u(1) in [a, b− δ],

v(1) = û in [b, b+ δ],

û ≤ v(1) ≤ u(1) in [b− δ, b].

(2.7)

Clearly, we have

û ≤ v(1) ≤ v(1) ≤ ũ on [a, b+ δ].(2.8)
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Repeating the above procedure inductively, we can obtain two sequences of func-
tions {u(k)}k≥1 and {u(k)}k≥1 on [a, b], as well as their Cα-extensions {v(k)}k≥1 and

{v(k)}k≥1 on [a, b+ δ], such that{
−Lu(k) + du(k) = q(k−1) in (a, b),

u(k)(a) = ha, u(k)(b) = hb
(2.9)

and {
−Lu(k) + du(k) = q(k−1) in (a, b),

u(k)(a) = ha, u(k)(b) = hb,
(2.10)

where

q(k−1)(x) = dv(k−1)(x) + g(v(k−1)(x), v(k−1)(x + δ)), x ∈ [a, b],

q(k−1)(x) = dv(k−1)(x) + g(v(k−1)(x), v(k−1)(x + δ)), x ∈ [a, b],

and v(k−1), v(k−1) ∈ Cα([a, b+ δ]; Rn) satisfy
v(k−1) = u(k−1) in [a, b− δ],

v(k−1) = ũ in [b, b+ δ],

u(k−1) ≤ v(k−1) ≤ ũ in [b− δ, b]

(2.11)

and 
v(k−1) = u(k−1) in [a, b− δ],

v(k−1) = û in [b, b+ δ],

û ≤ v(k−1) ≤ u(k−1) in[b− δ, b].

(2.12)

Moreover, we have{
û ≤ u(k−1) ≤ u(k) ≤ u(k) ≤ u(k−1) ≤ ũ on [a, b],

û ≤ v(k−1) ≤ v(k) ≤ v(k) ≤ v(k−1) ≤ ũ on [a, b+ δ].
(2.13)

Step 2: Convergence of monotone sequences: The monotonicity implies the ex-
istence of the following limits:

lim
k→∞

u(k) = u, lim
k→∞

u(k) = u, lim
k→∞

v(k) = v, lim
k→∞

v(k) = v.

Obviously, v = u and v = u on [a, b − δ]. Moreover, u ≤ u on [a, b]. We wish to
show that u and u satisfy (2.1) in (a, b− 2δ) and the boundary condition (2.2).

By the continuity of g, we know that

q(k)(x) → dv(x) + g(v(x), v(x + δ)) uniformly for x ∈ [a, b] as n→∞.

Therefore, the sequence {q(k)}k≥1 is bounded in Lp([a, b]; Rn) for each p ≥ 1,

and hence {u(k)}k≥1 is bounded in W 2
p ([a, b]; Rn), by Agmon-Douglis-Nirenberg’s

boundary Lp-estimate (see, for example, Agmon, Douglis and Nirenberg [1]).

It follows from the standard embedding theorem that {u(k)}k≥1 is bounded in
C1+µ([a, b]; Rn) where µ = 1 − 1

p . Now we choose sufficiently large p such that

µ = 1− 1
p > α. Then there exists a constant M > 0 such that

‖u(k)‖C1+α([a,b];Rn) ≤ ‖u(k)‖C1+µ([a,b];Rn) ≤M, k ≥ 1.
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The Arzela-Ascoli theorem implies that {u(k)}k≥0 has a subsequence which con-
verges to a u∗ ∈ C1+α([a, b]; Rn) in C1([a, b]; Rn). This, coupled with the estab-

lished pointwise convergence in [a, b], implies that the whole sequence {u(k)}k≥0

converges to u = u∗ ∈ C1+α([a, b]; Rn) in C1([a, b]; Rn).
Next, we shrink the interval to [a, b − 2δ] to obtain estimates of higher or-

der derivatives. Indeed, by the standard Schauder’s estimate and the bound-
edness of the solution u(k) in C1+α([a, b]; Rn), we can show that {u(k)}k≥1 is
bounded in C2+α([a, b− 2δ]; Rn). Again by the Arzela-Ascoli theorem, there exists

a subsequence of {u(k)}k≥1 which converges to u∗∗ ∈ C2+α([a, b − 2δ]; Rn) in the

C2([a, b−2δ]; Rn)-topology. But, u(k) → u pointwise in [a, b] as k→∞. Hence, the

whole sequence {u(k)}k≥1 itself converges to u = u∗∗ ∈ C2+α([a, b− 2δ]; Rn) in the

C2([a, b − 2δ]; Rn)-topology. This implies that Lu(k) → Lu pointwise in [a, b− δ].
Taking the limit as k→∞ in (2.9), we arrive at

−(Lu)(x) + du(x) = du(x) + g(v(x), v(x + δ)), x ∈ [a, b− 2δ].

Noticing that v|[a,b−δ] = u, we finally get

−(Lu)(x) = g(u(x), u(x + δ)), x ∈ (a, b− 2δ).

Similarly, we can prove u ∈ C2+α([a, b−2δ]; Rn)∩C1+α([a, b]; Rn) and u satisfies
(2.1) in (a, b− 2δ) and the boundary condition (2.2).

Step 3: Maximality of u and minimality of u: Suppose u∗ ∈ C2+α([a, b−2δ]; Rn)∩
C1+α([a, b]; Rn) is given so that û ≤ u∗ ≤ ũ in [a, b], u∗(a) = ha, u

∗(b) = hb and u∗

satisfies (2.1) in (a, b− 2δ). Choose v̂ ∈ Cα([a, b+ δ]; Rn) such that

(i) v̂ ≤ ũ in [a, b+ δ];
(ii) v̂ = u∗ in [a, b].

Now, we repeat Step 1 and Step 2, replacing the ordered pair 〈û, ũ〉 by 〈v̂, ũ〉,
to obtain a pair of vector functions u∗, u∗ ∈ C2+α([a, b− 2δ]; Rn)∩C1+α([a, b]; Rn)
satisfying v̂ ≤ u∗ ≤ u∗ ≤ ũ in [a, b]. Examining the procedure of the construction

of the sequence {v(k)}k≥1 convergent to u, we find that each v(k) is actually inde-
pendent of the choice of the lower solution û in the ordered pair. Therefore, as the
limit of the same sequence, we must have u∗ = u in [a, b]. Consequently, we have
u∗ = v̂ ≤ u∗ ≤ u∗ = u in [a, b].

A similar argument leads to the claim that u ≤ u∗ in [a, b]. This completes the
proof.

We now extend the above result to the unbounded domain

−(Lu)(x) = g(u(x), u(x + δ)), x ∈ R.(2.14)

Definition 2.3. ρ is called an upper solution of (2.14) if ρ ∈ C2(R; Rn) and satisfies

−(Lρ)(x) ≥ g(ρ(x), ρ(x + δ)), x ∈ R.(2.15)

Similarly, we can define lower solutions of (2.14) by reversing the inequality in
(2.15).

In what follows, we assume that ρ and ρ are a pair of upper and lower solutions
of (2.14) satisfying ρ ≤ ρ in R. We will consider

−(Lu)(x) = g(u(x), u(x + δ)), x ∈ [−mr,mr],(2.16)

subject to either

u(±mr) = ρ(±mr)(2.17)
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or

u(±mr) = ρ(±mr)(2.18)

where r is the constant given by r = 1 + 2δ > 0.
Assume g : Rn × Rn → Rn is locally Lipschitz, g(0,0) = 0 and satisfies the

following quasimonotonicity condition:

(QM)∗ There exists d ≥ 0 such that gi(u, v) − gi(u
∗, v∗) ≥ −d(ui − u∗i ) for i =

1, . . . , n, and u, u∗, v, v∗ ∈ Rn such that ρ(x) ≤ u∗ ≤ u ≤ ρ(x) and
ρ(x) ≤ v∗ ≤ v ≤ ρ(x) for some x ∈ R.

Let um be the maximal solution of (2.16) and (2.18) and um be the minimal
solution of (2.16) and (2.17) in the sense of Theorem 2.2.

Lemma 2.4. Suppose further that g satisfies the following positivity condition:

(P) g(u, v) ≥ 0 for u, v ∈ Rn satisfying ρ(x) ≤ u, v ≤ ρ(x) for some x ∈ R.

Then, if ρ′i(x) < 0 for all 1 ≤ i ≤ n and x ∈ R, then (um)′i(x) < 0 for all 1 ≤ i ≤ n
and x ∈ [−mr,mr − 2δ].

Proof. By Theorem 2.2, um satisfies−(Lu)(x) = g(u(x), u(x+δ)) on [−mr,mr−2δ].
That is,

ai(um(x))′′i + c(um(x))′i = −gi(um(x), um(x + δ)), 1 ≤ i ≤ n.

For a fixed 1 ≤ i ≤ n, let ym = (um)′i. We claim that ym(−mr) < 0. This is
due to the fact that um(−mr) = ρ(−mr), um(x) ≤ ρ(x) for x ∈ [−mr,mr] and
ρ′i(−mr) < 0. Using the positivity of g, we have

aiy
′
m(x) + cym(x) = −gi(um(x), um(x + δ)) ≤ 0, x ∈ [−mr,mr − 2δ].

Therefore, ym(−mr) < 0 implies ym(x) < 0 for x ∈ [−mr,mr− 2δ], completing the
proof.

Now we extend um and um to the whole real line R by

vm =

{
um in [−mr,mr],

ρ in R \ [−mr,mr]
(2.19)

and

wm =

{
um in [−mr,mr],

ρ in R \ [−mr,mr].
(2.20)

Then we have

Lemma 2.5. For m = 1, 2, . . . , the following hold :

(1) ρ ≤ vm+1 ≤ vm ≤ ρ in R.

(2) ρ ≤ wm ≤ wm+1 ≤ ρ in R.

Proof. (1) We only need to prove vm+1 ≤ vm in R for m = 1, 2, . . . . Since vm+1 ∈
C2+α([−(m + 1)r, (m+ 1)r − 2δ]; Rn) ∩ C1+α([−(m + 1)r, (m+ 1)r]; Rn) satisfies

−(Lvm+1)(x) = g(vm+1(x), vm+1(x + δ))

for x ∈ [−mr,mr] ⊂ [−(m+ 1)r, (m + 1)r − 2δ],

vm+1(±mr) ≤ ρ(±mr),
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vm+1 is actually a lower solution of (2.16) and (2.18). By Theorem 2.2, there
exists at least one solution u∗ ∈ C2+α([−mr,mr− 2δ]; Rn) ∩C1+α([−mr,mr]; Rn)
such that u∗ satisfies (2.16) and (2.18) and um+1 = vm+1 ≤ u∗ ≤ ρ in [−mr,mr].
Now, the maximality of um in the sense of Theorem 2.2 implies that u∗ ≤ um in
[−mr,mr], and hence vm+1 ≤ u∗ ≤ um = vm in [−mr,mr]. But, vm = ρ ≥ vm+1

in R \ [−mr,mr]. Therefore, we obtain vm+1 ≤ vm in R.
The proof of (2) is similar.

By Lemma 2.5, we know that

lim
m→∞ vm(x) = v(x) and lim

m→∞wm(x) = w(x)

exist for each given x ∈ R, and the convergence is uniform on every bounded interval
of R.

Theorem 2.6. Let ρ and ρ be a pair of upper and lower solutions of (2.14) satis-
fying ρ ≤ ρ in R. Then both v and w are solutions of (2.14) in R.

Proof. We only consider v, since the proof for w is similar.
It suffices to prove that v satisfies (2.16) in [−mr,mr − 2δ] for every fixed large

m. Let k ≥ m+ 1 be an arbitrary integer. Then vk satisfies{
−(Lvk)(x) = g(vk(x), vk(x + δ)) in [−mr,mr] ⊂ [−kr, kr − 2δ],

vk(±mr) = uk(±mr).
(2.21)

By continuity of g, we know that

g(vk(x), vk(x + δ)) → g(v(x), v(x + δ)) uniformly on [−mr,mr] as k →∞.

So, if we define gk by

gk(x) = g(vk(x), vk(x + δ)) in [−mr,mr],

then the sequence {gk}k≥m+1 is bounded in Lp([−mr,mr]; Rn) for every p ≥ 1.
Therefore, {vk}k≥m+1 is bounded in W 2

p ([−mr,mr]; Rn) for every p ≥ 0. Thus the

embedding result yields the boundedness of {vk}k≥m+1 in C1+µ([−mr,mr]; Rn)
(µ = 1 − 1

p ). Therefore {vk}k≥m+1 is bounded in C1+α([−mr,mr]; Rn). That is,

there exists N0 > 0 such that

‖vk‖Cα([−mr,mr−2δ];Rn) ≤ ‖vk‖C1+α([−mr,mr−2δ];Rn)

≤ ‖vk‖C1+α([−mr,mr];Rn) ≤ N0, k ≥ m+ 1.

Reasoning in a similar way to that in Step 2 of the proof of Theorem 2.2, we can
then establish the boundedness of {vk}k≥m+1 in the C2+α([−mr,mr − 2δ]; Rn)-
topology. Thus, the well-known Arzela-Ascoli theorem implies that {vk}k≥m+1

contains a subsequence which converges in C2([−mr,mr − 2δ]; Rn) to a function
v∗ ∈ C2+α([−mr,mr − 2δ]; Rn). But {vk}k≥m+1 itself converges pointwise to v in
[−mr,mr − 2δ]. So, v∗ and v must coincide in [−mr,mr − 2δ]. This means that
the whole sequence {vk}k≥m+1 converges in C2([−mr,mr − 2δ]; Rn) to v∗ = v as
k → ∞. Therefore, Lvk → Lv pointwise in [−mr,mr − 2δ] as k → ∞. By taking
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the limit as k →∞ in (2.21) for each x ∈ [−mr,mr − 2δ], we get

−(Lv)(x) = g(v(x), v(x + δ)) in [−mr,mr − 2δ].

This completes the proof of the theorem.

3. Proof of the main result

Let c > c∗(τ). Then gτ (c) < c by Lemma 1.1. Definition of gτ (c) then implies
that there exists a ρ ∈ Γ such that Ψ(ρ, c, τ) < c, i.e.

sup
x∈R

j∈{1,...,n}

ajρ
′′
j (x) + fj(ρ(x), ρ(x + cτ))

−ρ′j(x)
< c

which yields

Aρ′′(x) + cρ′(x) + f(ρ(x), ρ(x + cτ)) < 0, x ∈ R.

This means that ρ is an upper solution of (1.3). On the other hand, 0 is obviously
a lower solution of (1.3) due to (A2). This yields a pair of ordered upper and lower
solutions 0 and ρ. By Theorem 2.2 and Lemma 2.4, there exists a sequence of
vector functions {vk}k≥1 satisfying

(i) vk ∈ C2+α([−kr, kr−2cτ ]; Rn)∩C1+α([−kr, kr]; Rn), where r = 1+2cτ >
0;

(ii) vk(±kr) = ρ(±kr) and 0 ≤ vk ≤ ρ in R;
(iii) (vk)

′
i < 0 in [−kr, kr − 2cτ ], 1 ≤ i ≤ n.

Furthermore, vk → v in R and v satisfies (1.3) in R by Theorem 2.6. So, we obtain a
solution v of (1.3) which is monotonically decreasing and satisfies limx→∞ v(x) = 0.
It remains to show that limx→−∞ v(x) = 1. By monotonicity and boundedness of
v, we know that limx→∞ v(x) = q exists and 0 < q ≤ 1. It can be shown that
q must satisfy f(q, q) = 0. But (A2) implies that 0 and 1 are the only vectors
w ∈ [0,1] such that f(w,w) = 0. This leads to q = 1, and therefore completes the
proof.
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