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# Map dynamics versus dynamics of associated delay reaction-diffusion equations with a Neumann condition 

By Taishan $\mathrm{Yi}^{1}$ and Xingfu $\mathrm{Zou}^{2}$,*<br>${ }^{1}$ College of Mathematics and Econometrics, Hunan University, Changsha, Hunan 410082, People's Republic of China<br>${ }^{2}$ Department of Applied Mathematics, University of Western Ontario, London, Ontario, Canada N6A 5B7

In this paper, we consider a class of delay reaction-diffusion equations (DRDEs) with a parameter $\varepsilon>0$. A homogeneous Neumann boundary condition and non-negative initial functions are posed to the equation. By letting $\varepsilon \rightarrow 0$, such an equation is formally reduced to a scalar difference equation (or map dynamical system). The main concern is the relation of the absolute (or delay-independent) global stability of a steady state of the equation and the dynamics of the nonlinear map in the equation. By employing the idea of attracting intervals for solution semiflows of the DRDEs, we prove that the globally stable dynamics of the map indeed ensures the delay-independent global stability of a constant steady state of the DRDEs. We also give a counterexample to show that the delayindependent global stability of DRDEs cannot guarantee the globally stable dynamics of the map. Finally, we apply the abstract results to the diffusive delay Nicholson blowfly equation and the diffusive Mackey-Glass haematopoiesis equation. The resulting criteria for both model equations are amazingly simple and are optimal in some sense (although there is no existing result to compare with for the latter).
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## 1. Introduction

In the absence of spatial heterogeneity, many model equations from biology and other areas are of the form of the following delay differential equation:

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} t}=-\delta u(t)+f(u(t-\tau)) \tag{1.1}
\end{equation*}
$$

Here, the time delay $\tau>0$ may account for various contexts depending on the practical problem under consideration. A prototype of such equations is the wellknown delayed Nicholson blowfly equation (Nicholson 1954; Gurney et al. 1980)

$$
\begin{equation*}
\frac{\mathrm{d} u}{\mathrm{~d} t}=-\delta u(t)+\beta u(t-\tau) \mathrm{e}^{-a u(t-\tau)} \tag{1.2}
\end{equation*}
$$
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where $u(t)$ is the adult population of the fly and $\tau>0$ explains the maturation time of the fly (Gurney et al. 1980; Cooke et al. 1999). Equation (1.2) has been very well studied (e.g. Kulenovic \& Ladas 1987; Karakostas et al. 1992; Kuang 1993; So \& Yu 1994; Cooke et al. 1999; Györi \& Trofimchuk 1999; Faria 2006). The more general form (1.1) has also been extensively and intensively studied (e.g. Kuang 1993; Walther 1995; Cooke et al. 1999; Györi \& Trofimchuk 1999; Krisztin et al. 1999; Faria 2006; Röst \& Wu 2007; Krisztin 2008; Liz \& Röst 2009, in press; and references therein). Depending on the nonlinear function $f$, equation (1.1) can demonstrate very rich and complicated dynamics (e.g. Walther 1995; Krisztin et al. 1999; Krisztin 2008). For equation (1.2), the global dynamics can be summarized as given below (e.g. Kuang 1993; Cooke et al. 1999; Györi \& Trofimchuk 1999; Wei \& Li 2005; Faria 2006; Berezansky et al. 2010)
(i) when $0<\beta / \delta \leq 1, u=0$ is the only equilibrium of equation (1.2) that is globally asymptotically stable for any $\tau \geq 0$;
(ii) when $1<\beta / \delta, u=0$ becomes unstable and there is a unique positive equilibrium $u=(1 / a) \ln (\beta / \delta)=: u_{1}$;
(iii) when $1<\beta / \delta \leq e^{2}$, $u_{1}$ is globally asymptotically stable for all positive solutions, regardless of the value of $\tau>0$ and
(iv) when $\beta / \delta>e^{2}$, $u_{1}$ remains stable for small $\tau>0$, but larger values of $\tau>0$ will destroy the stability of $u_{1}$ giving rise to periodic solutions around $u_{1}$ via Hopf bifurcation.

When the spatial heterogeneity becomes an issue (e.g. random diffusion in population dynamics), the model equation (1.1) is modified to the following delay partial differential equation:

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)=d \Delta u(t, x)-\delta u(t, x)+f(u(t-\tau, x)) \tag{1.3}
\end{equation*}
$$

and accordingly, equation (1.2) is replaced by

$$
\begin{equation*}
\frac{\partial u}{\partial t}(t, x)=d \Delta u(t, x)-\delta u(t, x)+\beta u(t-\tau, x) \mathrm{e}^{-a u(t-\tau, x)} \tag{1.4}
\end{equation*}
$$

In recent years, there have been many works dealing with delay reactiondiffusion equations, particularly the diffusive Nicholson blowflies equation (1.4) and various versions of diffusive delay logistic equations that serve as the models for population dynamics and ecological problems (Busenberg \& Mahaffy 1985; Friesecke 1993; Yang \& So 1996; Huang 1998; So \& Yang 1998; So \& Zou 2001; Mei et al. 2004; Yi \& Zou 2008; Yi et al. 2009). These equations fall into the category of partial functional differential equations (PFDEs) and the monograph by Wu (1996) serves as a good source for fundamental theory of PFDEs.

For equations (1.3) and (1.4), depending on the practical situation, one may face a bounded or an unbounded spatial domain. When an unbounded domain is considered, travelling wavefront solutions are an important topic and have been discussed by many researchers (e.g. So \& Zou 2001; So et al. 2001; Wu \& Zou 2001; Mei et al. 2004).

When a bounded domain $\Omega$ is considered, boundary conditions need to be posed on the boundary $\partial \Omega$ of the domain, depending on the practical scenarios. Taking population dynamics as an example, the homogeneous Dirichlet boundary
condition represents the situation where the boundary is hostile, while the homogeneous Neumann boundary condition accounts for the case when the domain is isolated from outside. In this paper, we are only interested in the Neumann boundary condition, that is, we consider the following boundary initial value problem (BIVP):
and

$$
\left.\begin{array}{cl}
\frac{\partial u}{\partial t}(t, x)= & d \Delta u(t, x)-\delta u(t, x)+f(u(t-\tau, x)), \\
& \text { for }(t, x) \in(0, \infty) \times \Omega \\
\frac{\partial u}{\partial \nu}=0, & \text { for }(t, x) \in(0, \infty) \times \partial \Omega  \tag{1.5}\\
u(\theta, x)=\phi(\theta, x), \quad \text { for }(\theta, x) \in[-\tau, 0] \times \bar{\Omega} .
\end{array}\right\}
$$

Here, $\Omega \subseteq R^{m}$ is a bounded domain with smooth boundary $\partial \Omega, \Delta$ is the Laplacian operator, $(\partial / \partial \nu)$ represents the differentiation in the direction of the outward normal to $\partial \Omega$, parameters $d, \delta>0$ and $f: R \longrightarrow R$ is a continuous function.

When $f(u)=\beta u \mathrm{e}^{-a u}$ in equation (1.5), Yang \& So (1996) showed that
(i) when $0<\beta / \delta \leq 1, u=0$ is the only steady state of equation (1.5) that is globally asymptotically stable for any $\tau>0$;
(ii) when $1<\beta / \delta, u=0$ becomes unstable and there is a positive constant steady state $u=(1 / a) \ln (\beta / \delta)=: u_{1}$;
(iii) when $1<\beta / \delta \leq e, u_{1}$ is globally asymptotically stable for all positive solutions, regardless of the value of $\tau>0$ and
(iv) when $\beta / \delta>e^{2}, u_{1}$ remains stable for small $\tau>0$, but larger values of $\tau>0$ will destroy the stability of $u_{1}$ giving rise to periodic solutions around $u_{1}$ via Hopf bifurcation.

Note that comparing with the results (i)-(iv) for equation (1.2), there is a gap ( $e, e^{2}$ ] for the ratio $\beta / \delta$ for equation (1.5). In a recent work (Yi \& Zou 2008), we have filled this gap by showing that
(iii)' when $1<\beta / \delta \leq e^{2}, u_{1}$ is globally attractive for all positive solutions, regardless of the value of $\tau>0$.

From (i)-(iii) - (iv) for equation (1.5) (as well as (i)-(iv) for equation (1.2)), we see that $\beta / \delta=e^{2}$ is a threshold value in terms of the delay-independent global stability of $u_{1}$. This makes one wonder what happens if the Ricker function $\beta u \mathrm{e}^{-a u}$ is replaced by another reproduction function $f(u)$ satisfying the general requirements for a birth function. This motivates us to consider the impact of the map dynamics of $f(\cdot)$ on the dynamics of the BIVP (1.5).

For convenience, by rescaling

$$
\left.\begin{array}{l}
\frac{t}{\tau} \longrightarrow t, \quad \frac{x}{\sqrt{d \tau}} \longrightarrow x, \quad \frac{1}{\sqrt{d \tau}} \Omega \longrightarrow \Omega, \quad \tau \delta \longrightarrow \mu  \tag{1.6}\\
u(\tau t, \sqrt{d \tau} x) \longrightarrow u(t, x) \quad \text { and } \quad \frac{1}{\delta} f(\cdot) \longrightarrow f(\cdot),
\end{array}\right\}
$$

we transform equation (1.5) to the following:

$$
\left.\begin{array}{c}
\frac{\partial u}{\partial t}(t, x)=\Delta u(t, x)-\mu u(t, x)+\mu f(u(t-1, x)), \\
\quad \text { for }(t, x) \in(0, \infty) \times \Omega \\
\frac{\partial u}{\partial \nu}=0, \quad \text { for }(t, x) \in(0, \infty) \times \partial \Omega  \tag{1.7}\\
u(\theta, x)=\phi(\theta, x), \quad \text { for }(\theta, x) \in[-\tau, 0] \times \bar{\Omega} .
\end{array}\right\}
$$

and
and

$$
\begin{gather*}
\varepsilon \frac{\partial u}{\partial t}(t, x)=\varepsilon \Delta u(t, x)-u(t, x)+f(u(t-1, x)), \\
\quad \text { for }(t, x) \in(0, \infty) \times \Omega \\
\frac{\partial u}{\partial \nu}=0, \quad \text { for }(t, x) \in(0, \infty) \times \partial \Omega  \tag{1.8}\\
u(\theta, x)=\phi(\theta, x), \quad \text { for }(\theta, x) \in[-\tau, 0] \times \bar{\Omega} .
\end{gather*}
$$

Since we are interested in the delay-independent dynamics of equation (1.7), we may formally let $\varepsilon \rightarrow 0^{+}$in equation (1.8), leading to the following equation:

$$
\begin{equation*}
u(t, x)=f(u(t-1, x)), \quad \text { for }(t, x) \in(0, \infty) \times \Omega \tag{1.9}
\end{equation*}
$$

Obviously, the asymptotic behaviour of the solutions of equation (1.9) is determined by the dynamics of

$$
\begin{equation*}
u_{n+1}=f\left(u_{n}\right), \tag{1.10}
\end{equation*}
$$

which is governed by the one-dimensional map $f(\cdot)$ and is sometimes referred to as the dynamics of the map $f(\cdot)$.

A question arises naturally: can one determine the dynamics of BIVP (1.8) by the properties of equation (1.10) (or dynamics of map $f$ ) and in what sense? More concretely, relating to our main motivation stated above, what dynamics of equation (1.10) would imply the delay-independent global stability of a steady state for equation (1.8). We will address this question by using a dynamical system approach. In $\S 3$, by employing the idea of attracting intervals for solution semiflows of equation (1.8), we prove that the globally stable dynamics for equation (1.10) indeed ensures the delay-independent global stability of a constant steady state for the BIVP (1.8). A counterexample is also given to show that the delay-independent global stability of equation (1.8) cannot guarantee the globally stable dynamics of equation (1.10). To achieve this, we need to make use of some existing results on globally stable dynamics for equation (1.10), which are collected in $\S 2$ as a preliminary section. Then, by applying these results, we obtain some very simple conditions that can assure the globally stable dynamics for equation (1.10). In $\S 4$, we apply the main results in $\S 3$ to the delayed diffusive Nicholson blowflies equation and another model equation arising from biology. For the former, we re-confirm the existing optimal results summarized in (i)-(ii)-(iii)', while for the latter, we also obtain respective conditions for the delay-independent global stability of the trivial steady state and that of a positive steady state.

We point out that the idea of relating the dynamics of a map to the dynamics of a delay ordinary differential equation has been used by some other researchers. For example, by treating the delay ordinary differential equation

$$
\begin{equation*}
\varepsilon u^{\prime}(t)=-u(t)+f(u(t-1)) \tag{1.11}
\end{equation*}
$$

as a singular perturbation of equation (1.10), Mallet-Paret \& Nussbaum (1986), Ivanov \& Sharkovsky (1992), Hale \& Verduyn Lunel (1993, §12.7) and Liz (2004) obtained some information on the dynamics of equation (1.11) based on that of equation (1.10). Our work can be considered a first attempt to further extend this idea to the delay partial differential equations.

## 2. Some existing results on equation (1.10)

Let $I \subseteq R$ be a closed (possibly infinite) interval and $f: I \longrightarrow I$ be a continuous function. Let $I_{f}=\bigcap_{n \geq 1} \overline{f^{n}(I)}$. Then, either $I_{f}=\emptyset$, or $I_{f} \subseteq I$ is a closed (possibly infinite) interval (e.g. Hale 1988). In $\S 3$, we will see that $I_{f}$ actually attracts the solutions of equation (1.8). Therefore, the set $I_{f}$ plays a crucial role in determining the asymptotic behaviours of solutions of equation (1.8). For convenience of applications in later sections, we collect some known results on $I_{f}$ below, with some remarks on these results.

Firstly, by employing the main theorem in Coppel (1955) coupled with proposition 1.2 in Mallet-Paret \& Nussbaum (1986), one can obtain the following result.

## Proposition 2.1. Let I be a compact interval. Assume that

(H1) there is a $u^{*} \in I$ such that $\left\{u \in I: f^{2}(u)=u\right\}=\left\{u^{*}\right\}$.
Then, $I_{f}=\left\{u^{*}\right\}$.
Remark 2.2. Generally, in proposition 2.1, we cannot omit the assumption that $I$ is compact. For example, let $I=R$ and $f: R \longrightarrow R$ be given by $f(u)=(1 / 2) u$ for all $u \in R$. By taking $u^{*}=0$ and $I=R$, it is obvious that $f$ satisfies the assumption (H1). However, by the definition of $I_{f}$, we easily obtain $I_{f}=R \neq\{0\}$.

Remark 2.3. If $I_{f}=\left\{u^{*}\right\}$ for some $u^{*} \in I$, then by the definition of $I_{f},\{u \in I$ : $\left.f^{n}(u)=u\right\}=\left\{u^{*}\right\}$ for every positive integer $n$ and hence $\left\{u \in I: f^{2}(u)=u\right\}=\left\{u^{*}\right\}$. Thus, by proposition 2.1, we know that in the case of a compact interval $I$, $I_{f}=\left\{u^{*}\right\}$ if and if only the assumption (H1) holds; that is, $u^{*}$ is a globally stable fixed point of $f$ in $I$ if and only if the assumption (H1) holds.

The following result can be obtained from Coppel (1955).
Proposition 2.4. Let I be compact. Assume that
(H2) there exists an $u^{*} \in I$ such that $\left|f(u)-u^{*}\right|<\left|u-u^{*}\right|$ for all $u \in I \backslash\left\{u^{*}\right\}$.
Then, (H1) holds.

Remark 2.5. Assumption (H1) does not imply (H2). This can be seen by the function $f:[-1,2] \longrightarrow[-1,2]$ defined by

$$
f(u)= \begin{cases}-2 u, & u \leq 0 \\ 0, & u>0\end{cases}
$$

Obviously, this function does not satisfy (H2) on $I=[-1,2]$. However, it can be easily shown that $I_{f}=\{0\}$. Thus, by remark $2.3, f$ satisfies (H1).

## 3. On the global stability of equation (1.7)

For convenience, we begin by introducing some notations. Let $\Omega$ be a bounded domain in $R^{m}$ with smooth boundary $\partial \Omega, \Delta$ be the Laplacian operator and $(\partial / \partial \nu)$ be the derivative in the outward normal direction of $\partial \Omega$. Let $R$ ( $R_{+}$, respectively) be the set of all real (non-negative, respectively) numbers. Let $C=C(\bar{\Omega}, R)$ and $X=C([-1,0] \times \bar{\Omega}, R)$ be equipped with the usual supremum norm $\|\cdot\|$. Also, let $C_{+}=C\left(\bar{\Omega}, R_{+}\right)$and $X_{+}=C\left([-1,0] \times \bar{\Omega}, R_{+}\right)$.

For any $\phi, \psi \in X$, we write $\phi \geq_{X} \psi$ if $\phi-\psi \in X_{+}, \phi>_{X} \psi$ if $\phi \geq \psi$ and $\phi \neq \psi, \phi>_{X} \psi$ if $\phi-\psi \in \operatorname{Int}\left(X_{+}\right)$. Similarly, for any $\xi, \eta \in C$, we write $\xi \geq_{C} \eta$ if $\xi-\eta \in C_{+}, \xi>_{C} \eta$ if $\xi \geq_{C} \eta$ and $\xi \neq \eta, \xi>_{C} \eta$ if $\xi-\eta \in \operatorname{Int}\left(C_{+}\right)$. For simplicity of notations, when there is no confusion about the spaces, we write $\geq,>$ and $\gg$ for $\geq_{*},>_{*}$ and $>_{*}$, respectively, where the asterisk stands for $X$ or $C$.

For a real interval $I$, let $I+[-1,0]=\{t+\theta: t \in I$ and $\theta \in[-1,0]\}$. For $u:(I+$ $[-1,0]) \times \bar{\Omega} \rightarrow R$ and $t \in I$, we write $u_{t}(\cdot)(\cdot)$ for the element of $X$ defined by $u_{t}(x)(\theta)=u(t+\theta, x)$, for $-1 \leq \theta \leq 0$ and $x \in \bar{\Omega}$. For any $k \in R$, we still denote by $k$ the constant functions in $C$ and $X$ taking value $k$ when no confusion arises.

Let $\mu>0, I$ be a real interval and $f: I \longrightarrow I$ be a continuous function. Consider the following scalar delayed reaction-diffusion equation:

$$
\left.\begin{array}{c}
\frac{\partial u}{\partial t}(t, x)=\Delta u(t, x)-\mu u(t, x)+\mu f(u(t-1, x)),  \tag{3.1}\\
\text { for }(t, x) \in(0, \infty) \times \Omega \\
\frac{\partial u}{\partial \nu}=0, \quad \text { for }(t, x) \in(0, \infty) \times \partial \Omega \\
u(\theta, x)=\phi(\theta, x), \quad \text { for }(\theta, x) \in[-1,0] \times \bar{\Omega},
\end{array}\right\}
$$

and
where $\phi \in C([-1,0] \times \bar{\Omega}, I)$.
Let $T(t)(t \geq 0)$ be the semigroup on $C$ generated by the closure operator of $\Delta-\mu \mathrm{Id}$ under the homogeneous Neumann boundary condition, where Id is the identity operator on $C$. Then, by the general results on this semigroup (e.g. Wu 1996), we have the following.

Lemma 3.1. Let $T(\cdot)$ be defined as above. Then, the following statements are true:
(i) $T(t)(t \geq 0)$ is an analytical strongly continuous semigroup on $C$;
(ii) $T(t) a=a \mathrm{e}^{-\mu t}$ for all $t \in R_{+}$and $a \in R$ and
(iii) $T(t)\left(C_{+} \backslash\{0\}\right) \subseteq \operatorname{Int}\left(C_{+}\right)$for all $t>0$.

We first consider a bounded and closed $I=[a, b] \subseteq R$. Denote by $\tilde{f}$ the expansion of $f$ from $I$ to $R$, that is, $\tilde{f}: R \longrightarrow R$ is defined by

$$
\tilde{f}(u)= \begin{cases}f(a), & u<a \\ f(u), & a \leq u \leq b \\ f(b), & u>b\end{cases}
$$

Then, $\tilde{f}$ is a continuous function on $R, \tilde{f}(R)=\tilde{f}(I),\left.\tilde{f}\right|_{I} \equiv f$ and $\cap_{n \geq 1} \overline{f^{n}(R)}=I_{f}$. Moreover, define $F: X \rightarrow C$ by $F(\phi)(x)=\mu \tilde{f}(\phi(-1, x))$ for all $x \in \bar{\Omega}$ and $\phi \in X$. Associated with equation (3.1) is the following integral equation with the given initial function:

$$
\left.\begin{array}{l}
u(t)=T(t) \phi(0, \cdot)+\int_{0}^{t} T(t-s) F\left(u_{s}\right) \mathrm{d} s, \quad t \geq 0  \tag{3.2}\\
u_{0}=\phi \in X
\end{array}\right\}
$$

For a given $\phi \in X$, by the step argument and the definition of $F$, one can solve equation (3.2) inductively on $[0,1],[1,2], \ldots$, giving a unique solution of equation (3.2) defined for all $t \geq 0$. Denote this solution of equation (3.2) by $u^{\phi}(t, x)$, which is the mild solution of equation (3.1) in the sense of Martin \& Smith (1990, 1991).

Since the semigroup $T(t)$ is analytical, by corollary 2.2.5 in Wu (1996), we know that the mild solution $u^{\phi}(t, x)$ of equation (3.1) is also the classical solution of equation (3.1) (e.g. Travis \& Webb 1974; Martin \& Smith 1990, 1991; Wu 1996) for all $t>1$. From now on, we will not distinguish 'mild' and 'classical', and simply use the word 'solution'. This allows us to study the dynamics of equation (3.1) via that of equation (3.2).

Define the map $U: R_{+} \times X \longrightarrow X$ by $U(t, \phi)=\left(u^{\phi}\right)_{t}$ for $(t, \phi) \in R_{+} \times X$, then $U(t, \cdot)$ is a semiflow on $X$ called the solution semiflow of equation (3.2). We first introduce some terminologies from dynamical systems theory.

Definition 3.2. An element $\phi \in X$ is called an equilibrium of $U$ if $U(t, \phi)=\phi$ for all $t \geq 0$. A subset $M$ of $X$ is said to be positively invariant under $U$ if $U(t, \phi) \in M$ for every $\phi \in M$ and $t \geq 0$.

Definition 3.3. Let $u^{*}$ be an equilibrium and $M$ be a positively invariant set of the semiflow $U$.
(i) we say that $u^{*}$ is a stable equilibrium in $M$ if, for every neighbourhood $V$ of $u^{*}$ in $M$, there exists a neighbourhood $W$ of $u^{*}$ in $M$ such that $U(t, \phi) \in V$ for all $(t, \phi) \in R_{+} \times W$;
(ii) we say that $u^{*}$ is globally attractive in $M$ if $\lim _{t \rightarrow+\infty} U(t, \phi)=u^{*}$ for all $\phi \in M$ and
(iii) we say $u^{*}$ is globally asymptotically stable in $M$ if $u^{*}$ is a stable equilibrium as well globally attractive in $M$.

As usual, we will omit $M$ in definition 3.2 if $M=X$.
Remark 3.4. If $u^{*}$ is a globally asymptotically stable equilibrium in $M$ and $u^{*} \in M^{\prime} \subseteq M$ is another positively invariant set of the semiflow $U$, then $u^{*}$ is also globally asymptotically stable in $M^{\prime}$.

Lemma 3.5. If $\phi \in C([-1,0] \times \bar{\Omega}, I)$, then $\left(u^{\phi}\right)_{t} \in C([-1,0] \times \bar{\Omega}, I)$ for all $t \in R_{+}$, namely, $C([-1,0] \times \bar{\Omega}, I)$ is a positively invariant set of $U$.

Proof. We firstly notice that $I=[a, b]$ where $a, b \in R$. We now show that

$$
u^{\phi}(t, x) \geq a, \quad \text { for all } t \in R_{+} \text {and } x \in \bar{\Omega} .
$$

Indeed, from the definition of $u^{\phi}(t, x)$, we can obtain

$$
u^{\phi}(t, x)=[T(t) \phi(0, \cdot)](x)+\mu \int_{0}^{t}\left[T(t-s) \tilde{f}\left(u^{\phi}(s-1, \cdot)\right)\right](x) \mathrm{d} s
$$

Let $t_{1}=\sup \left\{t \geq 0: u^{\phi}(s, x) \geq a\right.$ for all $s \in[0, t]$ and $\left.x \in \bar{\Omega}\right\}$. For each $(t, x) \in$ $\left[t_{1}, t_{1}+1\right] \times \bar{\Omega}$, we have

$$
\begin{aligned}
u^{\phi}(t, x) & \geq[T(t) a](x)+\mu \int_{0}^{t}[T(t-s) a](x) \mathrm{d} s \\
& \geq \mathrm{e}^{-\mu t} a+\mu \int_{0}^{t} \mathrm{e}^{-\mu(t-s)} a \mathrm{~d} s \\
& =\mathrm{e}^{-\mu t} a+\mu a \int_{0}^{t} \mathrm{e}^{-\mu(t-s)} \mathrm{d} s \\
& =\mathrm{e}^{-\mu t} a+a\left(1-\mathrm{e}^{-\mu t}\right) \\
& =a
\end{aligned}
$$

where the first inequality follows from lemma 3.1 (iii) and the second inequality follows from lemma 3.1(ii). This contradicts the choice of $t_{1}$. Similarly, we can prove

$$
u^{\phi}(t, x) \leq b \text { for all } t \in R_{+} \text {and } x \in \bar{\Omega}
$$

Remark 3.6. By the same argument as for the case $I=[a, b]$, we can prove a similar result of lemma 3.5 for the case $I=[a, \infty)$ or $(-\infty, a]$ or $(-\infty,-\infty)$.

Let $A \subseteq X$. For $\varepsilon>0$, the $\varepsilon$-neighbourhood of $A$ is defined by $O(A, \varepsilon)=\{\psi \in X$ : $\|\psi-\phi\|<\varepsilon$ for some $\phi \in A\}$; for $\phi \in X$, the distance between $\phi$ and $A$ is defined by $\operatorname{dist}(\phi, A)=\inf \{\|\phi-\psi\|: \psi \in A\}$.

Let $P(t) \in X$ for large $t$. As is customary, by $\lim _{t \rightarrow+\infty} \operatorname{dist}(P(t), A)=0$, we mean that for any $\varepsilon>0$, there exists $T=T_{\varepsilon}>0$ such that $P(t) \in O(A, \varepsilon)$ for all $t>T$.

Lemma 3.7. Let $\phi \in X$ and $J \equiv[c, d], K \equiv\left[c^{*}, d^{*}\right]$ be real closed intervals. Assume that $\left(u^{\phi}\right)_{t} \in C([-1,0] \times \bar{\Omega}, J)$ and $\tilde{f}\left(u^{\phi}(t-1, x)\right) \in K$ for all $t \in R_{+}$and $x \in \bar{\Omega}$. Then, $\lim _{t \rightarrow+\infty} \operatorname{dist}\left(\left(u^{\phi}\right)_{t}, C([-1,0] \times \bar{\Omega}, K)\right)=0$.

Proof. It suffices to show that for any $\varepsilon>0$, there exists $T>0$ such that $\left(u^{\phi}\right)_{t} \in$ $C\left([-1,0] \times \bar{\Omega},\left(c^{*}-\varepsilon, d^{*}+\varepsilon\right)\right)$ for all $t>T$. Firstly, by equation (3.2) and (ii,iii) in lemma 3.1, we know that for all $t \geq 0$ and $x \in \bar{\Omega}$,

$$
\begin{aligned}
u^{\phi}(t, x) & =[T(t) \phi(0, \cdot)](x)+\mu \int_{0}^{t}\left[T(t-s) \tilde{f}\left(u^{\phi}(s-1, \cdot)\right)\right](x) \mathrm{d} s \\
& \geq[T(t) c](x)+\mu \int_{0}^{t}\left[T(t-s) c^{*}\right](x) \mathrm{d} s \\
& \geq \mathrm{e}^{-\mu t} c+\mu \int_{0}^{t} \mathrm{e}^{-\mu(t-s)} c^{*} \mathrm{~d} s \\
& =\mathrm{e}^{-\mu t} c+\mu c^{*} \int_{0}^{t} \mathrm{e}^{-\mu(t-s)} \mathrm{d} s \\
& =\mathrm{e}^{-\mu t} c+\left(1-\mathrm{e}^{-\mu t}\right) c^{*}
\end{aligned}
$$

Hence, for any $\varepsilon>0$, taking $T_{1}=1+\max \left\{0,(1 / \mu) \ln \left(\left(1+\left|c^{*}-c\right|\right) / \varepsilon\right)\right\}$, we have $\left(u^{\phi}\right)_{t} \in C\left([-1,0] \times \bar{\Omega},\left(c^{*}-\varepsilon,+\infty\right)\right)$ for all $t>T_{1}$. A similar argument also shows that for any $\varepsilon>0$, there exists $T_{2}>0$ such that $\left(u^{\phi}\right)_{t} \in C\left([-1,0] \times \bar{\Omega},\left(-\infty, d^{*}+\right.\right.$ $\varepsilon)$ ) for all $t>T_{2}$. So, $\left(u^{\phi}\right)_{t} \in C\left([-1,0] \times \bar{\Omega},\left(c^{*}-\varepsilon, d^{*}+\varepsilon\right)\right)$ for all $t>T \equiv$ $\max \left\{T_{1}, T_{2}\right\}$.

Lemma 3.8. Let $\phi \in X$ and $J \equiv[c, d]$ be real closed intervals. If $\lim _{t \rightarrow+\infty}$ dist $\left(\left(u^{\phi}\right)_{t}, C([-1,0] \times \bar{\Omega}, J)\right)=0$, then $\lim _{t \rightarrow+\infty} \operatorname{dist}\left(\left(u_{\tilde{\sim}}^{\phi}\right)_{t}, C([-1,0] \times \bar{\Omega}, \tilde{f}(J))\right)=0$. Consequently, $\quad \lim _{t \rightarrow+\infty} \operatorname{dist}\left(\left(u^{\phi}\right)_{t}, C\left([-1,0] \times \bar{\Omega}, \tilde{f}^{n}(J)\right)\right)=0$ for every nonnegative integer $n$.

Proof. Obviously, there exist $c^{*}, d^{*} \in R$ such that $\tilde{f}(J)=\left[c^{*}, d^{*}\right]$. For any $\varepsilon>0$, the continuity of $\tilde{f}$ implies that there exists $\delta \in(0,(\varepsilon / 3))$ such that $\tilde{f}([c-\delta, d+$ $\delta]) \subseteq\left[c^{*}-(\varepsilon / 3), d^{*}+(\varepsilon / 3)\right]$. Now, assume that $\lim _{t \rightarrow+\infty} \operatorname{dist}\left(\left(u^{\phi}\right)_{t}, C([-1,0] \times\right.$ $\bar{\Omega}, J))=0$. Then, there exists $T_{1}>0$ such that $\left(u^{\phi}\right)_{t} \in C([-1,0] \times \bar{\Omega},(c-\delta, d+$ $\delta)$ ) for all $t \geq T_{1}$. Thus, by the choices of $\delta$ and $T_{1}$, we obtain that $\left(u^{\phi}\right)_{t} \in$ $C([-1,0] \times \bar{\Omega},[c-\delta, d+\delta])$ and $\tilde{f}\left(u^{\phi}(t-1, x)\right) \in\left[c^{*}-(\varepsilon / 3), d^{*}+(\varepsilon / 3)\right]$ for all $t>T_{1}$ and $x \in \bar{\Omega}$.

On the other hand, by the semigroup property of the solution semiflow, we know $\left(u^{\left(u^{\phi}\right)} T_{1}+1\right)_{t}=\left(u^{\phi}\right)_{\left(t+T_{1}+1\right)}$ for all $t \geq 0$. Applying lemma 3.7 to $\left(u^{\phi}\right)_{T_{1}+1}$, we infer that there exists $T_{2}>0$ such that $\left(u^{\left(u^{\phi}\right) T_{1}+1}\right)_{t} \in C\left([-1,0] \times \bar{\Omega},\left(c^{*}-\varepsilon, d^{*}+\right.\right.$ $\varepsilon)$ ) for all $t>T_{2}$. Taking $T=1+T_{1}+T_{2}$, we have shown that $\left(u^{\phi}\right)_{t} \in C([-1,0] \times$ $\left.\bar{\Omega},\left(c^{*}-\varepsilon, d^{*}+\varepsilon\right)\right)$ for all $t>T$. This proves $\lim _{t \rightarrow+\infty} \operatorname{dist}\left(\left(u^{\phi}\right)_{t}, C([-1,0] \times\right.$ $\bar{\Omega}, \tilde{f}(J)))=0$. The second conclusion is a consequence of inductive use of the first conclusion.

Proposition 3.9. For each $\phi \in X, \lim _{t \rightarrow+\infty} \operatorname{dist}\left(\left(u^{\phi}\right)_{t}, C\left([-1,0] \times \bar{\Omega}, I_{f}\right)\right)=0$.

Proof. By the continuity of $\phi$, there are $a^{\prime}, b^{\prime} \in R$ such that $[a, b] \subseteq I^{\prime}=\left[a^{\prime}, b^{\prime}\right]$ and $\phi \in C\left([-1,0] \times \bar{\Omega}, I^{\prime}\right)$. Let $a^{*}=\inf I_{f}, b^{*}=\sup I_{f}, a_{n}=\inf \tilde{f}^{n}\left(I^{\prime}\right)$ and $b_{n}=$ $\sup \tilde{f}^{n}\left(I^{\prime}\right)$ for all $n \geq 0$ with $a_{0}=a^{\prime}$ and $b_{0}=b^{\prime}$. It is obvious that $a_{n}=\inf f^{n}(I)$ and $b_{n}=\sup f^{n}(I)$ for all $n \geq 1$.

For arbitrarily given $\varepsilon>0$, we need to show that there exists $T=$ $T_{\varepsilon}>0$, such that $\left(u^{\phi}\right)_{t} \in C\left([-1,0] \times \bar{\Omega},\left(a^{*}-\varepsilon, b^{*}+\varepsilon\right)\right)$ for all $t>T$. By the definition of $I_{f}$, there is an integer $k$ such that $\left[a_{k}-(\varepsilon / 3), b_{k}+(\varepsilon / 3)\right] \subseteq\left(a^{*}-\right.$ $\left.\varepsilon, b^{*}+\varepsilon\right)$. Thus, it suffices to prove that there exists $T^{*}=T_{\varepsilon}^{*}>0$ such that $\left(u^{\phi}\right)_{t} \in C\left([-1,0] \times \bar{\Omega},\left[a_{k}-(\varepsilon / 3), b_{k}+(\varepsilon / 3)\right]\right)$ for all $t>T^{*}$. This is implied by $\lim _{t \rightarrow+\infty} \operatorname{dist}\left(\left(u^{\phi}\right)_{t}, C\left([-1,0] \times \bar{\Omega},\left[a_{k}, b_{k}\right]\right)\right)=0$, which is a consequence of applying lemmas 3.5 and 3.8 to $\left(u^{\phi}\right)_{t}$.

We are now in a position to state and prove our first main result.

Theorem 3.10. Assume that (H1) holds. Then, $u^{*}$ is a globally asymptotically stable equilibrium in $C([-1,0] \times \bar{\Omega}, I)$.

Proof. Lemma 3.5 implies that $C([-1,0] \times \bar{\Omega}, I)$ is a positively invariant set under $U$. It suffices to prove that $u^{*}$ is a globally asymptotically stable equilibrium.

Note that proposition 2.1 implies $I_{f}=\left\{u^{*}\right\}$. By proposition 3.9, we have $\lim _{t \rightarrow+\infty}\left(u^{\phi}\right)_{t}=u^{*}$ for all $\phi \in X$, that is, $u^{*}$ is a globally attractive equilibrium.

Next we prove the stability of $u^{*}$. Indeed, for every neighbourhood $V$ of $u^{*}$, there exists $\varepsilon>0$, such that $V \supseteq C\left([-1,0] \times \bar{\Omega},\left(u^{*}-\varepsilon, u^{*}+\varepsilon\right)\right)$. By proposition 2.1, there exists an open interval $J \subseteq R$ such that the length of $J$ is less than $(\varepsilon / 2), u^{*} \in J$ and $\tilde{f}(\bar{J}) \subseteq \bar{J}$.

By applying lemma 3.5 to $\left.\tilde{f}\right|_{\bar{J}}$, we have $\left(u^{\phi}\right)_{t} \in C([-1,0] \times \bar{\Omega}, \bar{J})$ for all $t \in R_{+}$and $\phi \in C([-1,0] \times \bar{\Omega}, J)$. Thus, $\left\|\left(u^{\phi}\right)_{t}-u^{*}\right\|<\varepsilon$ for all $\phi \in C([-1,0] \times$ $\bar{\Omega}, J)$ and $t \in R_{+}$. Therefore, $\left(u^{\phi}\right)_{t} \in V$ for all $\phi \in C([-1,0] \times \bar{\Omega}, J)$ and $t \in R_{+}$, implying the stability of $u^{*}$.

As a result of proposition 2.4 and theorem 3.10, we have the following corollary.

Corollary 3.11. Assume that (H2) holds. Then, $u^{*}$ is a globally asymptotically stable equilibrium in $C([-1,0] \times \bar{\Omega}, I)$.

The above results are all for $I=[a, b]$, a compact interval. In the case that $I$ is only a closed interval (that is $I=[a, \infty)$ or $I=(-\infty, b]$ or even $I=(-\infty, \infty)$ ), we have the following result.

Theorem 3.12. Let $I \subseteq R$ be a closed interval (may be unbounded). Assume that (H1) or (H2) holds. Moreover, suppose that $|f(u)| \leq|u|$ for all sufficient large $u \in I$ (in particular, it is the case when $f(I)$ is bounded). Then, $u^{*}$ is a globally asymptotically stable equilibrium in $C([-1,0] \times \bar{\Omega}, I)$.

Proof. Without loss of generality, we may assume that (H1) holds. Lemma 3.5 (see remark 3.6) implies that $C([-1,0] \times \bar{\Omega}, I)$ is a positively invariant set under $U$. It suffices to prove that $u^{*}$ is a globally asymptotically stable equilibrium. $\tilde{f}: R \longrightarrow R$ is defined by

$$
\tilde{f}(u)=\left\{\begin{array}{l}
f(\inf I), \quad u<\inf I \text { and } u \in R \\
f(u), \quad u \in I \\
f(\sup I), \quad u>\sup I \text { and } u \in R
\end{array}\right.
$$

Suppose $\phi \in X$. Then there exists $A>0$ such that $\tilde{f}([-A, A]) \subseteq[-A, A], u^{*} \in$ $(-A, A)$ and $\phi \in C([-1,0] \times \bar{\Omega},[-A, A])$. By applying theorem 3.10 to $[-A, A]$ and $\left.\tilde{f}\right|_{[-A, A]}$, we know that $\lim _{t \rightarrow+\infty}\left(u^{\phi}\right)_{t}=u^{*}$ and $u^{*}$ is a stable equilibrium. From the arbitrariness of $\phi$, we conclude that $u^{*}$ is a globally asymptotically stable equilibrium.

When the interval $I$ is even not closed in $R$, we have the following results.

Theorem 3.13. Let $I \subseteq R$ be a real interval and $f(I) \subseteq I$. Assume that (H1) or (H2) holds. Suppose that $f$ can be continuously extended to $\bar{I}$. Additionally, assume that there exist $a, b \in R$ such that one of the following conditions holds:
(i) $I=(a, b)$ and there exist sequences $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ in $I$ such that $\lim _{k \rightarrow+\infty} a_{k}=a, \lim _{k \rightarrow+\infty} b_{k}=b$ and $f\left(\left[a_{k}, b_{k}\right]\right) \subseteq\left[a_{k}, b_{k}\right]$;
(ii) $I=[a, b)$ and there exists sequence $\left\{b_{k}\right\}$ in $I$ such that $\lim _{k \rightarrow+\infty} b_{k}=b$ and $f\left(\left[a, b_{k}\right]\right) \subseteq\left[a, b_{k}\right]$;
(iii) $I=(a, b]$ and there exists sequence $\left\{a_{k}\right\}$ in $I$ such that $\lim _{k \rightarrow+\infty} a_{k}=a$ and $f\left(\left[a_{k}, b\right]\right) \subseteq\left[a_{k}, b\right]$;
(iv) $I=(a,+\infty)$ and there exist sequences $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ in $I$ such that $\lim _{k \rightarrow+\infty} a_{k}=a, \lim _{k \rightarrow+\infty} b_{k}=+\infty$ and $f\left(\left[a_{k}, b_{k}\right]\right) \subseteq\left[a_{k}, b_{k}\right] ;$
(v) $I=(-\infty, b)$ and there exist sequences $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ in $I$ such that $\lim _{k \rightarrow+\infty} a_{k}=-\infty, \lim _{k \rightarrow+\infty} b_{k}=b$ and $f\left(\left[a_{k}, b_{k}\right]\right) \subseteq\left[a_{k}, b_{k}\right]$ and
(vi) $I=(-\infty,+\infty)$ and there exist sequences $\left\{a_{k}\right\}$ and $\left\{b_{k}\right\}$ in $I$ such that $\lim _{k \rightarrow+\infty} a_{k}=-\infty, \lim _{k \rightarrow+\infty} b_{k}=+\infty$ and $f\left(\left[a_{k}, b_{k}\right]\right) \subseteq\left[a_{k}, b_{k}\right]$.

Then, $u^{*}$ is a globally asymptotically stable equilibrium in $\left\{u^{*}\right\} \bigcup[C([-1,0] \times$ $\bar{\Omega}, \bar{I}) \backslash\{\inf I, \sup I\}]$.

Proof. We only give the proofs for (i) and (iv), since the rest of the theorem can be proved by a similar argument.

Assume that the assumption (i) holds. Clearly, $a<f(x)<b$ for all $x \in I$. By the continuous extension of $f$ to $\bar{I}=[a, b]$ implies $f([a, b]) \subseteq[a, b]$. Thus, lemma 3.5 shows that $C([-1,0] \times \bar{\Omega}, \bar{I})$ is positively invariant.

Let $\phi \in C([-1,0] \times \bar{\Omega}, \bar{I}) \backslash\{a, b\}$. We now claim that there exists $\left(t_{1}, x_{1}\right) \in$ $[0,1] \times \bar{\Omega}$ such that $U\left(t_{1}, \phi\right)\left(0, x_{1}\right)>a$. Otherwise, $U(1, \phi)=a$. In view of
$\phi>a$ and $f((a, b)) \subseteq(a, b)$, we have $f\left(\phi\left(\theta^{* *}, x^{* *}\right)\right)>a$ for some $\left(\theta^{* *}, x^{* *}\right) \in$ $[-1,0] \times \bar{\Omega}$. It follows from equation (3.2) and lemma 3.1(ii, iii) that for any $(t, x) \in\left[1+\theta^{* *}, 1\right] \times \bar{\Omega}$,

$$
\begin{aligned}
U(t, \phi)(0, x)=\left(u^{\phi}\right)_{t}(0, x) & =u^{\phi}(t, x) \\
& =[T(t) \phi(0, \cdot)](x)+\mu \int_{0}^{t}\left[T(t-s) f\left(u^{\phi}(s-1, \cdot)\right)\right](x) \mathrm{d} s \\
& =\mathrm{e}^{-\mu t} a+\mu \int_{0}^{t}[T(t-s) f(\phi(s-1, \cdot))](x) \mathrm{d} s \\
& >\mathrm{e}^{-\mu t} a+\mu \int_{0}^{t}[T(t-s) a](x) \mathrm{d} s \\
& =\mathrm{e}^{-\mu t} a+\int_{0}^{t} \mu \mathrm{e}^{-\mu(t-s)} a \mathrm{~d} s \\
& =\mathrm{e}^{-\mu t} a+\left(1-\mathrm{e}^{-\mu t}\right) a \\
& =a
\end{aligned}
$$

a contradiction to $U(1, \phi)=a$.
By the above claim and lemma 3.1, and making use of the semigroup property, we obtain that for any $(t, x) \in\left(t_{1},+\infty\right) \times \bar{\Omega}$,

$$
\begin{aligned}
u^{\phi}(t, x)= & U\left(t-t_{1}, U\left(t_{1}, \phi\right)\right)(0, x) \\
= & {\left[T\left(t-t_{1}\right) U\left(t_{1}, \phi\right)(0, \cdot)\right](x)+\mu \int_{0}^{t-t_{1}}\left[T\left(t-s-t_{1}\right)\right.} \\
& \left.\times f\left(u^{\phi}\left(s+t_{1}-1, \cdot\right)\right)\right](x) \mathrm{d} s \\
> & \mathrm{e}^{-\mu\left(t-t_{1}\right)} a+\mu \int_{0}^{t-t_{1}}\left[T\left(t-s-t_{1}\right) f\left(u^{\phi}\left(s+t_{1}-1, \cdot\right)\right)\right](x) \mathrm{d} s \\
\geq & \mathrm{e}^{-\mu\left(t-t_{1}\right)} a+\int_{0}^{t-t_{1}} \mu \mathrm{e}^{-\mu\left(t-s-t_{1}\right)} a \mathrm{~d} s \\
= & \mathrm{e}^{-\mu\left(t-t_{1}\right)} a+\left(1-\mathrm{e}^{-\mu\left(t-t_{1}\right)}\right) a \\
= & a
\end{aligned}
$$

Thus, $U(2, \phi) \gg a$. A similar argument also shows $U(2, \phi) \ll b$.
By the assumption (i), there exists $k_{0}>1$ such that $u^{*} \in\left(a_{k_{0}}, b_{k_{0}}\right)$ and $U(2, \phi) \in$ $C\left([-1,0] \times \bar{\Omega},\left(a_{k_{0}}, b_{k_{0}}\right)\right)$. Now applying theorem 3.10 to $\left.f\right|_{\left[a_{k_{0}}, b_{k_{0}}\right]}$, we can deduce the conclusion of theorem 3.13.

Assume that the assumption (iv) holds. Suppose that $\phi \in C([-1,0] \times \bar{\Omega}, \bar{I}) \backslash$ $\{a\}$. An argument similar to that of the above implies $U_{2}(\phi) \gg a$. By the assumption (iv), there exists $k_{0}>1$ such that $u^{*} \in\left(a_{k_{0}}, b_{k_{0}}\right)$ and $U(2, \phi) \in$ $C\left([-1,0] \times \bar{\Omega},\left(a_{k_{0}}, b_{k_{0}}\right)\right)$, and thus, by applying theorem 3.10 to $\left.f\right|_{\left[a_{k_{0}}, b_{k_{0}}\right]}$, we can also obtain the conclusion of theorem 3.13.

Remark 3.14. If one of the conditions of theorem $3.13(\mathrm{i}-\mathrm{vi})$ holds, then by proposition 2.1 , we easily find that $u^{*}$ is a globally stable equilibrium in $I$ for the interval dynamical system $\left\{f^{n}\right\}_{n \geq 0}$.

Next we construct an example showing that the global asymptotic stability of a steady state for equation (1.8) does not imply the globally stable dynamics for equation (1.10).

Example 3.15. Define $f:[-1,1] \longrightarrow[-1,1]$ by

$$
f(u)= \begin{cases}-2 u-1, & u \in\left[-1,-\frac{1}{2}\right]  \tag{3.3}\\ 0, & u \in\left[-\frac{1}{2}, \frac{1}{2}\right] \\ -2 u+1, & u \in\left[\frac{1}{2}, 1\right]\end{cases}
$$

Note that $f$ satisfies neither (H1) nor (H2) in $\S 3$. Moreover, it is easily seen that $I_{f}=[-1,1]$, and in particular, $\{-1,1\}$ a two-period orbit. Thus, this map does not give the globally stable dynamics for equation (1.10). However, we have the following result.

Theorem 3.16. Let $f$ be defined by equation (3.3) and $I=[-1,1]$. Then, 0 is a globally asymptotically stable equilibrium of equation (3.1) in $C([-1,0] \times$ $\bar{\Omega},[-1,1])$.

Proof. By simple computations, we obtain the following results:
(i) $f(u)<u, \quad$ for all $u \in(0,1]$;
(ii) $f(u)>u$, for all $u \in[-1,0)$ and
(iii) $|f(u)|<|u|$, for all $u \in(-1,1) \backslash\{0\}$.

This means that $\left.f\right|_{(-1,1)}$ satisfies all the conditions in theorem $3.13(\mathrm{i})$. Hence, by theorem 3.13(i), we conclude that 0 is a globally asymptotically stable equilibrium in $C([-1,0] \times \bar{\Omega},[-1,1]) \backslash\{-1,1\}$. Moreover, from the definition of $f$ and $U$, we may deduce $U(1, \pm 1) \in C([-1,0] \times \bar{\Omega},[-1,1]) \backslash\{-1,1\}$. Hence, 0 is a globally asymptotically stable equilibrium in $C([-1,0] \times \bar{\Omega},[-1,1])$.

The above example shows that the delay-independent globally asymptotical stability of a steady state $u^{*}$ for equation (3.1) in general does not imply the global stability of $u^{*}$ for equation (1.10); however, it does give some local information of equation (1.10) near $u^{*}$ under the extra condition of differentiability, as is shown in the following proposition.

Proposition 3.17. Let $u^{*}$ be a constant steady state of equation (3.1) and $f$ is differentiable in a neighborhood of $u^{*}$. If $u^{*}$ is globally asymptotically stable (even locally stable) for equation (3.1) in $\left\{u^{*}\right\} \cup(C([-1,0] \times \bar{\Omega}, I) \backslash\{\inf I, \sup I\})$ regardless of the value of $\mu>0$, then $\left|f^{\prime}\left(u^{*}\right)\right| \leq 1$.

Proof. We only need to show that $\left|f^{\prime}\left(u^{*}\right)\right|>1$ will contradict the delayindependent stability of $u^{*}$ for equation (3.1). To this end, we consider the subclass of solutions to equation (3.1) governed by the following equation:
and

$$
\left.\begin{array}{l}
\frac{\mathrm{d} u}{\mathrm{~d} t}=-\mu u(t)+\mu f(u(t-1)), \quad t>0  \tag{3.4}\\
u(\theta)=\phi(\theta), \quad \theta \in[-1,0],
\end{array}\right\}
$$

i.e. spatially independent solutions of equation (3.1). Obviously, instability of $u^{*}$ for equation (3.4) implies instability of $u^{*}$ for equation (3.1).

It is known that the stability/instability of $u^{*}$ for equation (3.4) is determined by the characteristic equation

$$
\begin{equation*}
\lambda+\mu-\mu f^{\prime}\left(u^{*}\right) \mathrm{e}^{-\lambda}=0 \tag{3.5}
\end{equation*}
$$

By the well-known result of Hayes (1950) (also see the appendix of Hale \& Verduyn Lunel (1993)), one knows that if $f^{\prime}\left(u^{*}\right)>1$, then equation (3.5) has a positive real root; and if $f^{\prime}\left(u^{*}\right)<-1$, then equation (3.5) will have complex roots with positive real parts when $\mu$ is large. That is, if $\left|f^{\prime}\left(u^{*}\right)\right|>1$, then $u^{*}$ cannot be delay-independently asymptotically stable.

## 4. Applications

In this section, we apply the results obtained in $\S 3$ to the diffusive delay Nicholson blowflies equation and the diffusive Mackey-Glass haematopoiesis equation arising from population biology.

Example 4.1. Consider the Nicholson blowflies equation with diffusion
and

$$
\left.\begin{array}{l}
\frac{\partial u}{\partial t}(t, x)=d \Delta u(t, x)-\delta u(t, x)+\beta u(t-\tau, x) \mathrm{e}^{-a u(t-\tau, x)}, \\
\quad \text { for }(t, x) \in(0,+\infty) \times \Omega \\
\left.\frac{\partial u}{\partial \nu}\right|_{\partial \Omega}=0  \tag{4.1}\\
u(\theta, x)=\phi(\theta, x), \quad \text { for }(\theta, x) \in[-1,0] \times \bar{\Omega},
\end{array}\right\}
$$

where $a, d, \beta, \delta, \tau \in(0,+\infty)$ and $\phi \in X$.
Rescaling equation (4.1) by

$$
\begin{equation*}
\frac{t}{\tau} \rightarrow t, \quad \frac{x}{\sqrt{d \tau}} \rightarrow x, \quad \frac{1}{\sqrt{d \tau}} \Omega \rightarrow \Omega, \quad \tau \delta \rightarrow \mu \quad \text { and } \quad a u(\tau t, \sqrt{d \tau} x) \rightarrow u(t, x) \tag{4.2}
\end{equation*}
$$

equation (4.1) is transformed to the following system corresponding to equation (3.1):

$$
\left.\begin{array}{l}
\frac{\partial u}{\partial t}(t, x)=\Delta u(t, x)-\mu u(t, x)+\mu\left[(\beta / \delta) u(t-1, x) \mathrm{e}^{-u(t-1, x)}\right] \\
\quad \text { for }(t, x) \in(0, \infty) \times \Omega \\
\frac{\partial u}{\partial \nu}(t, x)=0, \quad \text { on } \Gamma \equiv(0, \infty) \times \partial \Omega  \tag{4.3}\\
u(\theta, x)=\phi(\theta, x), \quad \text { for }(\theta, x) \in[-1,0] \times \bar{\Omega} .
\end{array}\right\}
$$

and
Applying the results in $\S 3$ to this model, we can reproduce the conclusions for this model mentioned in the introduction.

Theorem 4.2. If $\beta / \delta \in\left(0, e^{2}\right]$, then the following statements are true:
(i) if $\beta / \delta \leq 1$, then 0 is globally asymptotically stable in $X_{+}$and
(ii) if $\beta / \delta>1$, then $\ln (\beta / \delta)$ is globally asymptotically stable in $X_{+} \backslash\{0\}$.

Proof. Let $f: R_{+} \longrightarrow R_{+}$be defined by $f(u)=(\beta / \delta) u \mathrm{e}^{-u}$ for all $u \in R_{+}$.
Proof of (i). Suppose $\beta / \delta \leq 1$ holds. If $u>0$, then $|f(u)|<|u|$, that is $\mid f(u)-$ $0|<|u-0|$. Thus, the assumption (H2) holds. By theorem 3.12, we conclude that 0 is globally asymptotically stable in $X_{+}$.

Proof of (ii). Suppose $\beta / \delta>1$ holds. Then, by direct but careful use of calculus (also see remark 4.7 below), one can obtain

$$
\begin{equation*}
\left\{u \in(0,+\infty): f^{2}(u)=u\right\}=\left\{\ln \frac{\beta}{\delta}\right\} . \tag{4.4}
\end{equation*}
$$

Note that for any $\varepsilon \in(0, \ln (\beta / \delta))$, we can verify that $f([\varepsilon,+\infty)) \subseteq[\varepsilon, 1+\beta /(\delta e)]$. Thus, theorem 3.13(iv) implies that $\ln (\beta / \delta)$ is globally asymptotically stable in $X_{+} \backslash\{0\}$.

Remark 4.3. We have seen from (i)-(ii)-(iii)'-(iv) in $\S 1$ that the trivial solution $u=0$ is globally asymptotically stable in $X_{+}$regardless of $\mu$ if and only if $\beta / \delta \in(0,1]$; and the positive steady state $u^{*}=\ln (\beta / \delta)$ exists and is globally asymptotically stable in $X_{+} \backslash\{0\}$ regardless of $\mu$ if and only if $\beta / \delta \in\left(1, e^{2}\right]$. We can also obtain these conclusions by theorem 4.2 and proposition 3.17. Indeed, let $f(u)=(\beta / \delta) u \mathrm{e}^{-u}, u \in R_{+}$, with $\beta, \delta \in(0, \infty)$, simple computation leads to $f^{\prime}(0)=$ $\beta / \delta$ and $f^{\prime}(\ln (\beta / \delta))=1-\ln (\beta / \delta)$. Thus, $\left|f^{\prime}(0)\right| \leq 1$ if and only if $\beta / \delta \in(0,1] ;$ $\ln (\beta / \delta)>0$ and $\left|f^{\prime}(\ln (\beta / \delta))\right| \leq 1$ if and only if $\beta / \delta \in\left(1, e^{2}\right]$. In other words, our criteria for delay-independent global stability of a steady state of the equation for equation (4.1) are optimal.

Example 4.4. Consider the following scalar delay diffusive equation:
and

$$
\left.\begin{array}{l}
\frac{\partial u}{\partial t}(t, x)=\Delta u(t, x)-\mu u(t, x)+\mu \frac{p u(t-1, x)}{1+(u(t-1, x))^{n}}, \\
\left.\frac{\partial u}{\partial \nu}\right|_{\partial \Omega}=0  \tag{4.5}\\
u(\theta, x)=\phi(\theta, x), \quad \text { for }(\theta, x) \in[-1,0] \times \bar{\Omega},
\end{array}\right\}
$$

where $p, \mu$ and $n$ are all positive constants.

Model (4.5) is a result of rescaling the diffusive version of the original model system proposed by Mackey \& Glass (1977) to model blood-cell production. The original model without diffusion has been studied by many researchers. Among other topics is the stability of a positive equilibrium, justifying a long-term stable blood concentration level. See Kuang (1993), Tang \& Zou (2003) and references therein. However, the diffusive version (4.5) has not been discussed yet, to our knowledge. Applying the results in $\S 3$ to this model, we obtain the following theorem.

Theorem 4.5. We have the following statements:
(i) if $p \leq 1$, then 0 is globally asymptotically stable in $X_{+}$for all $\mu>0$ and
(ii) if either $(p>1$ and $0<n \leq 2)$ or $(1<p \leq n /(n-2)$ and $n>2)$, then $(p-1)^{1 / n}$ is globally asymptotically stable in $X_{+} \backslash\{0\}$ for all $\mu>0$.

Proof. Define $f: R_{+} \longrightarrow R_{+}$by $f(u)=p u /\left(1+u^{n}\right)$ for all $u \in R_{+}$.
Proof of (i). Obviously, $|f(u)|=|f(u)-f(0)|<|u-0|$ when $u>0$. By theorem 3.12 , we have 0 to be globally asymptotically stable in $X_{+}$.

Proof of (ii). By subtle use of calculus (also see remark 4.7 below), one can verify

$$
\begin{equation*}
\left\{u \in(0,+\infty): f^{2}(u)=u\right\}=\left\{(p-1)^{1 / n}\right\} \tag{4.6}
\end{equation*}
$$

under the conditions of (ii) (see also remark 4.7 below). Thus, (H1) holds for equation (4.5). Note that for any $\varepsilon \in\left(0,(p-1)^{1 / n}\right)$, we have $f([\varepsilon,+\infty)) \subseteq[\varepsilon, p+$ 1]. Thus, theorem 3.13 (iv) implies that $(p-1)^{1 / n}$ is globally asymptotically stable in $X_{+} \backslash\{0\}$.

Remark 4.6. Let $f: R_{+} \longrightarrow R_{+}$be defined by $f(u)=p u /\left(1+u^{n}\right)$ for all $u \in$ $R_{+}$, where $p, n \in(0,+\infty)$. Then by a simple computation, we have $f^{\prime}(0)=p$ and $f^{\prime}\left((p-1)^{1 / n}\right)=(n+p-n p) / p$. Thus, $\left|f^{\prime}(0)\right| \leq 1$ if and only if $p \leq 1$; and $\left((p-1)^{1 / n}>0\right.$ and $\left.\left.\mid f^{\prime}\left((p-1)^{1 / n}\right)\right) \mid \leq 1\right)$ if and only if either $(p>1$ and $0<n \leq 2)$ or $(1<p \leq n /(n-2)$ and $n>2)$. So, by proposition 3.17 and theorem 4.5, we easily find that $0\left((p-1)^{1 / n}\right.$, respectively) is a globally asymptotically stable equilibrium for equation (4.5) in $X_{+}\left(X_{+} \backslash\{0\}\right.$, respectively), regardless of the value of $\mu>0$ if and only if $p \leq 1$ (either ( $p>1$ and $0<n \leq 2$ ), or ( $1<p \leq$ $n /(n-2)$ and $n>2)$, respectively). In other words, our criteria for global asymptotic stability of an equilibrium of equation (4.5), regardless of the value of $\mu>0$ are also optimal and cannot be improved.

Remark 4.7. In the proofs of theorems 4.2 and 4.5 , we have mentioned that careful and subtle use of calculus can verify equations (4.4) and (4.6). In fact, they can also be obtained by making use of some of the existing results on global stability of fixed points of maps, e.g. those in Gopalsamy et al. (1998), Györi \& Trofimchuk (1999), Cull (2007) and Liz (2007). In particular, as one referee pointed out, since the nonlinearities in equations (4.3) and (4.5) have negative Schwarzian derivatives, those results obtained using Schwarzian derivatives are
especially easy to verify (e.g. Singer 1978; Liz 2007; Liz \& Röst in press; and references therein). For example, by theorem 2.3, proposition 2.5 and corollary 2.7 in Liz (2007), together with some straightforward calculations, equations (4.4) and (4.6) can be easily obtained.

We would like to thank the three referees for their valuable comments that have led to an improvement in the presentation of this revision. We especially thank them for drawing our attention to some important references that has enabled us to shorten the paper. Part of this work was done when T.Y. was visiting the University of Western Ontario as a postdoctoral researcher, and he would like to thank the staff in the Department of Applied Mathematics for their help and the university for its excellent facilities and support during his stay. T.Y. is partially supported by the NNSF of China (grant no. 10801047) and by the Program for New Century Excellent Talents in University of the Education Ministry of China (NCET-08-0174) and SRF for ROCS, SEM. X.Z. is partially supported by NSERC and MITACS of Canada and by a Premier's Research Excellence Award of Ontario.

## References

Berezansky, L., Braverman, E. \& Idels, L. 2010 Nicholsons blowflies differential equations revisited: main results and open problems. Appl. Math. Model. 34, 1405-1417. (doi:10.1016/ j.apm.2009.08.027)

Busenberg, S. \& Mahaffy, J. 1985 Interaction of spatial diffusion and delays in models of genetic control by repression. J. Math. Biol. 22, 313-333. (doi:10.1007/BF00276489)
Cooke, K., van den Driessche, P. \& Zou, X. 1999 Interaction of maturation delay and nonlinear birth in population and epidemic models. J. Math. Biol. 39, 332-352. (doi:10.1007/s002850050194)
Coppel, W. A. 1955 The solution of equations by iteration. Proc. Camb. Phil. Soc. 51, 41-43. (doi:10.1017/S030500410002990X)
Cull, P. 2007 Population models: stability in one dimension. Bull. Math. Biol. 69, 989-1017. (doi:10.1007/s11538-006-9129-1)
Faria, T. 2006 Asymptotic stability for delayed logistic type equations. Math. Comput. Model. 43, 433-445. (doi:10.1016/j.mcm.2005.11.006)
Friesecke, G. 1993 Convergence to equilibrium for delay-diffusion equations with small delay. J. Dyn. Differ. Equ. 5, 89-103. (doi:10.1007/BF01063736)

Gopalsamy, K., Trofimchuk, S. \& Bantsur, N. 1998 A note on global attractivity in models of hematopoiesis. Ukrainian Math. J. 50, 3-12. (doi:10.1007/BF02514684)
Gurney, W. S. C., Blythe, S. P. \& Nisbet, R. M. 1980 Nicholson's blowflies revisited. Nature 287, 17-21. (doi:10.1038/287017a0)
Györi, I. \& Trofimchuk, S. 1999 Global attractivity in $x^{\prime}(t)=-\delta x(t)+p f(x(t(t-\tau)))$. Dyn. Syst. Appl. 8, 197-210.
Hale, J. 1988 Asymptotic behavior of dissipative systems. Mathematics Survey Monographs 20. Providence, RI: American Mathematical Society.
Hale, J. K. \& Verduyn Lunel, S. M. 1993 Introduction to functional differential equations. New York, NY: Springer.
Hayes, N. D. 1950 Roots of the transcendental equation associated with a certain differential difference equations. J. Lond. Math. Soc. 25, 226-232. (doi:10.1112/jlms/s1-25.3.226)
Huang, W. 1998 Global dynamics for a reaction-diffusion equation with time delay. J. Differ. Equ. 143, 293-326. (doi:10.1006/jdeq.1997.3374)
Ivanov, A. F. \& Sharkovsky, A. N. 1992 Oscillations in singularly perturbed delay equations. Dynamics Reported (New Series) 1, 164-224.
Karakostas, G., Philos, C. G. \& Sficas, Y. C. 1992 Stable steady state of some population models. J. Dynam. Diff. Equ. 4, 161-190. (doi:10.1007/BF01048159)

Krisztin, T. 2008 Global dynamics of delay differential equations. Period. Math. Hung. 56, 83-95. (doi:10.1007/s10998-008-5083-x)
Krisztin, T., Walther, H.-O. \& Wu, J. 1999 Shape, smoothness and invariant stratification of an attracting set for delayed monotone positive feedback. Fields Institute Monographs 11. Providence, RI: American Mathematical Society.
Kuang, Y. 1993 Delay differential equations with applications in population dynamics. London, UK: Academic.
Kulenovic, N. M. R. S. \& Ladas, G. 1987 Linearized oscillations in population dynamics. Bull. Math. Biol. 49, 615-627.
Liz, E. 2004 Four theorems and one conjecture on the global asymptotic stability of delay differential equations. In The first 60 years of nonlinear analysis of Jean Mawhin (eds M. Delgado et al.), pp. 117-129. Singapore: World Scientific.
Liz, E. 2007 Local stability implies global stability in some one-dimensional discrete single-species models. Discrete Contin. Dyn. Syst. Ser. B 7, 191-199.
Liz, E. \& Röst, G. 2009 On the global attractivity of delay differential equations with unimodel feedback. Discrete. Contin. Dyn. Syst. 24, 1215-1224. (doi:10.3934/dcds.2009.24.1215)
Liz, E. \& Röst, G. In press. Dichotomy results for delay differential equations with negative Schwarzian derivative. Nonlinear Anal. RWA.
Mackey, M. C. \& Glass, L. 1977 Oscillation and chaos in physiological control systems. Science 197, 287-289. (doi:10.1126/science.267326)
Mallet-Paret, J. \& Nussbaum, R. 1986 Global continuation and asymptotic behaviour for periodic solutions of a differential-delay equation. Ann. Math. Pura Appl. 145, 33-128. (doi:10.1007/BF01790539)
Martin, R. \& Smith, H. L. 1990 Abstract functional differential equations and reaction-diffusion systems. Trans. Am. Math. Soc. 321, 1-44. (doi:10.2307/2001590)
Martin, R. \& Smith, H. L. 1991 Reaction-diffusion systems with time delay: monotonicity, invariance, comparison and convergence. J. Reine Angew. Math. 413, 1-35.
Mei, M., So, J. W.-H., Li, M. Y. \& Shen, S. 2004 Asymptotic stability of travelling waves for Nicholson's blowflies equation with diffusion. Proc. R. Soc. Edinb. Sect. A 134, 579-594. (doi:10.1017/S0308210500003358)
Nicholson, A. J. 1954 An outline of the dynamics of animal populations. Aust. J. Zool. 2, 9-65. (doi:10.1071/ZO9540009)
Röst, G. \& Wu, J. 2007 Domain-decomposition method for the global dynamics of delay differential equations with unimodal feedback. Proc. R. Soc. A 463, 2655-2669. (doi:10.1098/ rspa.2007.1890)
Singer, D. 1978 Stable orbits and bifurcation of maps of the interval. SIAM J. Appl. Math. 35 260-267. (doi:10.1137/0135020)
So, J. W.-H. \& Yang, Y. 1998 Dirichlet problem for the diffusive Nicholson's blowflies equation. J. Differ. Equ. 150, 317-348. (doi:10.1006/jdeq.1998.3489)

So, J. W.-H. \& Yu, J. S. 1994 Global attractivity and uniform persistence in Nicholson's blowflies. Differ. Equ. Dyn. Syst. 2, 11-18.
So, J. W.-H. \& Zou, X. 2001 Traveling waves for the diffusive Nicholson's blowflies equation. Appl. Math. Comput. 122, 385-392. (doi:10.1016/S0096-3003(00)00055-2)
So, J. W.-H., Wu, J. \& Zou, X. 2001 A reaction-diffusion model for a single species with age structure. I Travelling wavefronts on unbounded domains. Proc. R. Soc. Lond. A 457, 1841-1853. (doi:10.1098/rspa.2001.0789)
Tang, X. H. \& Zou, X. 2003 Stability of scalar delay differential equations with dominant delayed terms. Proc. R. Soc. Edinb. A 133, 951-968. (doi:10.1017/S0308210500002766)
Travis, C. C. \& Webb, G. F. 1974 Existence and stability for partial functional differential equations. Trans. Am. Math. Soc. 200, 395-418. (doi:10.2307/1997265)
Walther, H.-O. 1995 The 2-dimensional attractor of $x^{\prime}(t)=-x(t)+f(x(t-1))$. Mem. Am. Math. Soc. 113, 544.
Wei, J. \& Li, M. Y. 2005 Hopf bifurcation analysis in a delayed Nicholson blowflies equation. Nonlinear Anal. 60, 1351-1367. (doi:10.1016/j.na.2003.04.002)

Wu, J. 1996 Theory and applications of partial functional differential equations. Applied Mathematical Sciences, vol. 119. New York, NY: Springer.
Wu, J. \& Zou, X. 2001 Traveling wave fronts of reaction-diffusion systems with delay. J. Dyn. Differ. Equ. 13, 651-687. (doi:10.1023/A:1016690424892)
Yang, Y. \& So, J. W.-H. 1996 Dynamics for the diffusive Nicholson's blowflies equation. In Proc. of Int. Conf. on Dynamical Systems and Differential Equations, Springfield, MO, 29 May-1 June, vol. II.
Yi, T. \& Zou, X. 2008 Global attractivity of the diffusive Nicholson blowflies equation with Neumann boundary condition: a non-monotone case. J. Differ. Equ. 245, 3376-3388. (doi:10.1016/j.jde.2008.03.007)
Yi, T., Chen, Y. \& Wu, J. 2009 Threshold dynamics of a delayed reaction diffusion equation subject to the Dirichlet condition. J. Biol. Dyn. 3, 331-341. (doi:10.1080/17513750802425656)

